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Abstract

A number of theories proposed for extensions of the Standard Model (SM), such as composite Higgs models,
warped extra dimensions, models with an extended Higgs sector, and grand unified theories, predict diboson res-
onances. While the ATLAS and CMS collaborations at the Large Hadron Collider (LHC) presented searches for
diboson resonances in various decay channels, no evidence of such resonances has been observed.

This thesis presents a search for a resonance, in a mass range from 300 GeV to 5 TeV that decays into a WZ
or WW boson pair. Two different production modes are considered in this thesis: (1) the vector-boson fusion
(VBF) and (2) the gluon-gluon fusion (ggF) or quark-antiquark (qq̄) annihilation. We consider the semileptonic
final state where one W boson decays leptonically (W → `ν with ` = e, µ) and the other W/Z boson (denoted by
V) decays hadronically (V → qq̄′/qq̄ with q, q′ quarks). For the high-mass resonances, opening angles between
the quarks from the hadronically decaying V bosons are small; the two quarks can be identified as a single jet with
a large radius in this case. In contrast, we reconstruct the hadronically decaying V bosons as two separate jets for
the low-mass resonances. The major sources of the SM background are (i) top quark pair production and (ii) W
boson production associated with hadron jets. These background effects are normalised by the fit results in a set of
dedicated control regions.

No significant excess is found in this search. Limits on production cross-section times the branching ratio are
obtained as the spectrum of the reconstructed invariant mass of the WV resonance candidates, m(WV), arising from
three signal models: an additional heavy Higgs boson predicted by many theories beyond the SM, a heavy vector
triplet parameterization based on a simplified phenomenological Lagrangian, and a bulk Randall-Sundrum model.
The data exclude a heavy vector triplet with mass below 2750 ˙GeV in a weakly coupled scenario and 3000 GeV
in a strongly coupled scenario, as well as a Kaluza-Klein graviton with mass below 1750 GeV.

In order to improve sensitivity to the diboson resonances, we develop a set of data-driven calibrations to the
hadronically decaying V bosons that are highly boosted. By these calibrations, we reduce the systematic uncertain-
ties on the jet energy scale by approximately 2%. The expected improvements in the search for diboson resonances
by applying the new calibrations are also estimated.
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Chapter 1

Introduction

Particle Physics has progressively established the Standard Model (SM), which describes the fundamental con-
stituents of matter and their interactions governed by three of the four fundamental forces. With the discovery of
the Higgs boson announced by the ATLAS and CMS collaborations at LHC [1, 2], the SM was confirmed again
as a successful description of the nature. The SM can give a convincing explanation up to the electroweak scale,
however, we already know some problems existing that cannot be explained by the SM, for example, the hierarchy
problem [3], dark matter, dark energy, and the gravity.

1.1 Unsolved problems in the standard model of particles physics

The hierarchy problem is a question which asks why the Higgs boson mass (125 GeV) is much smaller than the
Planck mass (1.2 × 1019 GeV). The Higgs boson receives quadratic corrections from all the particles, thus its mass
should be tremendously large unless there is an incredible fine-tuned cancellation between the quadratic radiative
corrections and the bare mass. Although the fine-tuning is not a fundamental problem of the SM, it seems rather
unnatural that the cancellation of the loop corrections occur with a precision of the order of 10−17 [3].

Unlike normal matter, the dark matter does not interact with observable electromagnetic radiation, thus can not
directly be detected. Whereas the existence of dark matter is well-established by many astronomical measurements
[4], its nature still remains one of the unsolved problems of particle physics. The dark energy makes up approxi-
mately 68 % of the universe in terms of its energy(mass) [4]. It is confirmed by cosmological measurements, for
example cosmic microwave background [5]. We have not understood about the dark energy except for it makes
accelerated expansion of the universe.

The gravity is not taken into account in the SM, but we know its existence. If we attempt to describe the
gravitational interaction by a SM-like Lagrangian in the quantum field theory, the intermediating particle, graviton,
is expected to be massless, and must have spin-2.

1.2 New physics in diboson resonances

To solve the problems in the SM listed above, enormous number of new models beyond the SM (BSM) have been
proposed. For example, Super-Symmetry (SUSY) is one of the most sophisticated extension of the SM, which
introduces a new symmetry and predicts a partner for each particle in the SM. With these SUSY particles, it is
possible to solve the hierarchy problem; the contributions of the SM particles to the Higgs mass (Figure 1.1(a)) are
cancelled by the contributions of the SUSY particles (Figure 1.1(b)), [6–8].

This thesis, however, will not focus on specific theories but a distinct signature which is expected in various
BSM theories. One of the most prominent signature is diboson production (WW,WZ and ZZ) resulting from the
decay of a new particle predicted in the BSM theories, such as composite Higgs models [9, 10], warped extra
dimensions [11–13], models with an extended Higgs sector [14, 15], and grand unified theories [16–18]. In this
section, I will explain the physics motivation of the diboson resonance searches, then overview the candidate BSM
theories.

1.2.1 Physics motivation of diboson resonance searches

In the absence of a scalar boson, the scattering amplitude of longitudinally polarised vector bosons (Vector Boson
Scattering, VBS) would violate unitarity at centre-of-mass energy of order 1 TeV [19, 20]. The unitarity for VBS
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Figure 1.1: One-loop quantum correction to the Higgs squared mass. (a) The most significant
correction to the Higgs mass originates from the heaviest particle, top quark. (b) These corrections
can be cancelled by a superpartner particle, t̃ for top quark.

Process SM prediction Observed value Dataset, Reference

pp→ W±W± j j→ `ν`ν j j 3.08+0.45
−0.46 fb 2.91 ± 0.51(stat) ± 0.27(syst) fb

√
s = 13 TeV, 36.1 fb−1,

ATLAS [22]

pp→ W±W± j j→ `ν`ν j j 4.25 ± 0.27 fb 3.83 ± 0.66(stat) ± 0.35(syst) fb
√

s = 13 TeV, 35.9 fb−1,
CMS [23]

pp→ W±Z j j→ `ν`` j j 0.13 ± 0.01 fb
(0.63 fb, upper limits at
95 % confidence level)

√
s = 8 TeV, 20.3 fb−1,

ATLAS [24]

pp→ ZZ j j→ ```′`′ j j 0.29+0.02
−0.03 fb 0.40+0.21

−0.16(stat)+0.13
−0.09(syst) fb

√
s = 13 TeV, 35.9 fb−1,

CMS [25]

Table 1.1: Vector boson scattering cross-section summary. The ATLAS and CMS collaborations
performed searches for VBS notably in the same-sign WW channel. The observed cross-section
values agree with the SM prediction values, whereas the statistical uncertainties are currently large.

is restored by exchanging the Higgs boson in the SM framework. After the discovery of the Higgs boson at LHC
[1, 2], the most urgent task for experimental physicists is to test whether the Higgs boson is the only responsible
for unitarity restoration for VBS. Any deviation from the SM breaks the cancellation between the VBS amplitudes
(Figures 1.2(a)-1.2(c)) and amplitudes that involve the Higgs boson (Figures 1.2(d), 1.2(e)). Thus the final test of
the nature of the Higgs boson can be carried out by precision measurements of the scattering of two vector bosons,
VV → VV with V = W or Z, permitting the final test of the electroweak symmetry breaking (EWSB).

Both the ATLAS and CMS collaborations performed searches for VBS using LHC data in the same-sign WW
channel, WZ channel, and ZZ channel as summarised in Table 1.1. The difference of the measured cross-section
between the ATLAS and CMS results in the same-sign WW channel arises from the difference in the requirements
on the objects, which are summarised in Table 1.2. In ATLAS, we apply slightly tighter requirements both on
the leptons and jets compared to CMS. All the results on the VBS measurements are dominated by statistical
error even using the LHC full data. Furthermore, the current VBS searches exploit only the final state where both
vector bosons decay leptonically, called ‘fully leptonic’ final state. The semi-leptonic final state, in which one
vector boson decays leptonically and another boson decays hadronically, has a significantly larger branching ratio,
however, this channel is difficult to be studied mainly due to two reasons; (1) the difficulty of reconstruction of
hadronically decaying W and Z bosons, and (2) irreducible background events (W/Z+jets and tt̄)1. Thus we started
vector boson resonance searches as a first step, aiming to develop a key technique; large-R jet energy calibration to
improve reconstruction efficiency of the hadronically decaying W and Z bosons.

The final goal of this study is to test the EWSB in the VBS processes, however, the vector boson resonance
search presented in this thesis is also critical to be studied because many BSM models, summarised in this section,
predict new particles decaying into a pair of vector bosons.

1The CMS collaboration adopts a different method from us. They use a 2D maximum likelihood fit [21]. This method may be able to
provide better background estimation.
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Figure 1.2: Tree-level feynman diagrams of vector boson scattering. The amplitude of the diagrams
without the Higgs boson, (a)-(c), are cancelled by the amplitude of the diagrams that involve the
Higgs boson, (d), (e).

Table 1.2: Requirements on the objects used for the VBS measurements in the same-sign WW
channel.

Requirement ATLAS CMS
Lepton (`) requirements
p`T > [GeV] 27 25 (1st lepton) /20 (2nd lepton)
|η`| < 2.5 2.5
Jet ( j) requirements
p j

T > [GeV] 65 (1st jet)/35 (2nd jet) 30
|η j| < 4.5 5.0
Requirements on the di-jet system ( j j)
m j j > [GeV] 500 500
|∆η j j| > 2.0 2.5
Requirement on Missing ET (Emiss

T , which is used to reconstruct neutrinos)
Emiss

T > [GeV] 30 40
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1.2.2 Composite Higgs model

In a general model with a composite Higgs, we postulate the existence of a strongly interacting sector, apart from
the elementary sector, which incorporates Higgs as a bound state and mixes with the elementary sector. In this
model, the weak interaction is corrected by the usual Higgs mechanism without any fundamental scalars in the the-
ory. A typical example of strongly coupled theories beyond the SM is ‘Technicolor’ [26]. In technicolor theories,
inspired by chiral symmetry breaking in QCD, the electro-weak symmetry breaking is triggered by strong dynam-
ics. However these theories are highly constrained by precision measurements of the electroweak interactions.
Furthermore, incorporating flavour into technicolor theories is difficult [27].

One of the big differences of the composite Higgs models from technicolor is the existence of two separate
phase transitions in the theory. We first postulate the existence of some “ultrafermions”, at high energy regime,
which interact via a strong “ultracolor” (UC) force, as well as the relatively weak SU(2) × U(1). Unlike in techni-
color theories, the ultrafermions transform as a real representation of GUC× SU(2) × U(1), where GUC is the UC
gauge group. Thus when UC force gets strong and causes an ultrafermion condensate (transition from a regime of
free fermions to one of light bound states, including the Higgs doublet) to form, it does not have to a priori break
SU(2) × U(1); this is followed by a second transition at the usual weak scale where the Higgs develops a Vacuum
Expectation Value (VEV) and breaks SU(2) × U(l). An interesting and still economical variation is to have a Higgs
arising as a composite pseudo-Goldstone boson (PGB) from the strongly interacting sector. In this case, the Higgs
mass is “protected” by an approximate global symmetry and is only generated via quantum effects.

1.2.3 Benchmark model; Heavy Vector Triplets

Many BSM theories predict heavy resonances decaying into a pair of gauge bosons. It is a priori not possible to
determine a “true” model to compare with data, nor practical to provide exclusion limits to any theories. Thus, we
decided to adopt a model-independent analysis based on a simplified phenomenological Lagrangian; the Heavy
Vector Triplet (HVT) model, which reproduces a large class of the BSM theories [28, 29].

The HVT model introduces a real vector triplet Va
µ , a = 1, 2, 3 (W′±,Z′) in the adjoint representation of SU(2)L

with vanishing hypercharge, as described in Equation 1.1, and the dynamics of the new vectors are described by
the following Lagrangian in Equation 1.2:

V±µ =
V1
µ ∓ iV2

µ√
2

,V0
µ = V3

µ , (1.1)

L = −1
4

D[µVa
ν]D

[µVν]a +
m2

V

2
Va
µVµa

+ igVcHVa
µH†τa←→D µH +

g2

gV
cFVa

µ Jµa
F

+
gV

2
cVVVεabcVa

µVa
µVb

ν D[µVν] + g2
VcVVHHVa

µVµaH†H − g
2

cVVWεabcWµνaVb
µVc

ν .

(1.2)

The first line of Equation 1.2 represent the V mass and kinetic energy, and the tri-linear and quadri-linear interac-
tions with the SM gauge bosons from the covariant derivative:

D[µVa
ν] = DµVa

ν − DνVa
µ , DµVa

ν = ∂µVa
ν + gεabcWb

µVc
ν , (1.3)

where g denotes the SU(2)L gauge coupling. The second line in Equation 1.2 contains direct interactions of V with
the Higgs current; gV represents the coupling strength of the known W and Z bosons to the new vector bosons.:

iH†τa←→D µH = iH†τaDµH − iDµH†τaH , (1.4)

and with the SM left-handed fermionic currents with constant CF :

Jµa
F = Σ f f̄Lγ

µτa fL , (1.5)

where τa = σa/2. The Higgs term and its coupling CH leads to vertices involving the physical Higgs field and
the three unphysical Goldstone bosons. In the high-energy region, the Goldstone bosons represent the longitudinal
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polarisation of the W and Z bosons, thus CH plays a significant role in both the production cross-section of the V
resonance via Vector Boson Fusion (VBF) and its decay in the diboson mode.

Finally the third line of Equation 1.2 contains three new operators and free parameters (cVVV , cVVHH and cVVW).
However these terms in the third line do not directly contribute to V decays and single production processes that
are only relevant for the analyses performed in LHC. They affect the processes through the mixing of V with W,
however the mixing is typically small. Thus, as a first approximation, these terms can be ignored.

The V± or V0 field is not a mass eigenstate and their mass arises from mixing with the SM gauge bosons
and from the electro-weak symmetry breaking, therefore the mass term does not represent the actual mass of the
resonances. We obtain a generalised relation between the masses of charged (M+) and the neutral (M0) resonance
state [28]:

m2
W M2

+ = cos2 θWm2
Z M2

0 . (1.6)

In the high-mass limit (M+,0 � mW,Z), considering the tree level m2
W/m

2
Z ' cos2 θW , Equation 1.6 implies the

neutral and charged states will be degenerate in mass at a per-cent level.
As a consequence of the hierarchy assumption (M+,0 � mW,Z), we derive a small mixing angle between the

SM gauge bosons and the V states arising from the diagnolization of the matrices mixing the neutral and charged
V fields with the W±,Z particles As all direct couplings of the V with W and Z bosons originate from mixing in the
Lagrangian, a small mixing angle suppresses the decay width into vector bosons. With this effect, the decay width
can be written as:

ΓV0→WW ' ΓV±→WZ '
g2

Vc2
H MV

192π
. (1.7)

As the V resonance decays into a pair of fermions or a pair of gauge bosons, the resonance can be produced
in a collider through the quark-anti quark annihilation, gluon-gluon fusion, and the vector boson fusion processes
[28]. In all these processes, the production cross-section can be written as [28]:

σ(pp→ V + X) = Σi, jεp
ΓV→i j

MV

16π2(2J + 1)
(2S i + 1)(2S j + 1)

C
CiC j

dLi j

dŝ

∣∣∣∣∣
ŝ=M2

V

, (1.8)

where i, j denotes the particles interacting to produce the V resonance p=q, q̄, W, Z, ΓV→i j, S i, j and Ci, j the partial
decay width into the particles, their spin and colour states. J and S account for the spin and colour stats of the final
resonance and dLi j

dŝ for the parton distribution function of the two initial state particles.

1.2.4 Extra Dimensions

One of the most fascinating scenarios in TeV-scale physics is that there are extra dimensions that allow us to solve
the hierarchy problem by embedding the four-dimensional spacetime in a larger dimensional bulk with one single
warped extra dimension. In this thesis, we consider a solution based on the Randall-Sundrum (RS1) framework
[30]. A generic feature of this scenarios is the presence of spin-2 Kaluza-Klein (KK) excitations of the gravitons,
whose masses and couplings to the SM particles are set in the TeV-scale. The KK graviton can appear as widely
separated resonances, while we focus on the diboson resonances here.

In the original RS1 model, the SM particles are only allowed to be contained in the four-dimensional spacetime
whereas the gravitational interaction can propagate through the bulk. However, this model introduces large con-
tributions to flavour-changing neutral current processes and observables in electroweak precision measurements
which are in contradiction with their current limits and measurements. The RS1 model is then extended to allow
as well the SM gauge bosons and fermions to propagate in the additional dimension and is referred to the bulk RS1
model. In this case, graviton production and decay via light fermion channels are highly suppressed and the decay
into photons are negligible.

The framework is based on a slice of Anti-de-Sitter5 (AdS5) [31] and the spacetime metric of the bulk RS1
model depends on the coordinate of the extra dimension. The hierarchy problem is solved by introducing an
exponential warp factor:

ds2 = e−2krcφηµνdxµdxν + r2
c dφ2 , (1.9)

where ηµν is the Minkowski metric, xµ is the four-dimensional coordinate, k is an energy scale, φ is the coordinate
of the extra dimension (0 ≤ φ ≤ π) and rc is the radius of the curvature of the warped extra dimension. The Higgs
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Figure 1.3: Production modes of the diboson resonances; gluon-gluon fusion (a), quark-antiquark annihilation
(b) and vector boson fusion (c).

field is constrained to the “IR/TeV brane” with φ = π whereas the gravitational interaction is mostly localised at the
“UV/Planckian brane” with φ = 0. To generate this large hierarchy between the IR/TeV and UV/Planckian branes,
no large radius of the warped extra dimension is needed (krc ≈ 11−12) because of the exponential warp factor. The
bench mark sample with the RS graviton decaying to WW is produced with k/M̄Pl = 1.0, where M̄Pl = MPl/

√
8π

is the effective four-dimensional Planck mass (MPl = 2.4 × 1018 GeV). In order to compare the results with the
CMS one, we also perform an interpretation at k/M̄Pl = 0.5.2 It is commonly believed that k/M̄Pl ∼ 1.0 is outside
of the range of validity of the model, however k/M̄Pl ∼ 1.0 is still within the range of validity of the model [30].
Furthermore, based on the anti-de Sitter/conformal field theory (AdS/CFT) correspondence [33], the RS1 model is
conjectured to be dual to the composite Higgs models.

Each SM particle propagating through the bulk results in KK expectations with masses at the TeV scale. For
the massless graviton, the corresponding exited spin-2 KK gravitons are close to the TeV scale and thus their decay
into fermions is suppressed and dominated by the decay into top-quark and Higgs boson pairs as well as WW
and ZZ. The branching fractions of the WW and ZZ decay are approximately 18.7% to 16% and 9.5% to 8%
respectively depending on the resonance mass and the width is about 6%.

1.3 Event topology of the signal processes

To maximise the sensitivity to the signal models, each signal region is separated into two orthogonal production-
categories; gluon-gluon fusion or quark-antiquark annihilation (ggF/qq̄) (Figure 1.3(a)/1.3(b)), and vector-boson
fusion (VBF) (Figure 1.3(c)), depending on an assumed model.

The final state of the diboson resonances is characterised by the subsequent decays of the vector bosons. The
searches in this thesis have been performed in the semileptonic final state, where one W boson decays leptonically
and the other W/Z boson decays hadronically. For high-mass resonances, the opening angles between the quarks
from the hadronically decaying V bosons are small because the V boson is highly-boosted; this effect is shown in
Figure 1.4. The distance is defined as R(q, q̄) =

√
δη2 + δφ2 ∼ (2mV )/(pV

T ). This case is referred to as the merged
analysis where both quarks are included in a single jet, defined as a large-R jet, and this case is denoted by `νJ,
here J denotes a large-R jet. In contrast, separate identification of the two quarks from low-mass resonances is
referred to as the resolved analysis and is denoted by `ν j j, where j denotes a small-R jet.

The vector boson tagger described in Reference [35] is used to identify the hadronically decaying W/Z bosons
in the merged analysis. In this tagger, large-R jets are identified as hadronically decaying W/Z bosons when they
satisfies two requirements: (1) their mass is consistent with the W/Z boson mass and (2) the large-R jet has a
sub-structure consistent with a two-prong jet. In the resolved analysis, the hadronically decaying V candidate is
reconstructed by combining the two jets with the highest and second-highest pT and requiring their invariant mass
to be consistent with the W/Z boson mass. The object reconstruction schemes and the event selections are described
minutely in Chapter 4 and 6 , respectively. Table 1.3 summarises the benchmark models used in this analysis.

2String theory favours k/M̄Pl ∼ 0.01 [32]
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Table 1.3: Summary of the benchmark models used in this analysis. The spin-0 interpretation is a
neutral Higgs scalar boson decaying to two W boson. The heavy vector triplet model is used as a
spin-1 interpretation. The spin-2 bulk Randall-Sundrum (RS) graviton is examined with values of
k/M̄Pl = 1.0, 0.5

.

Model
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Scalar Heavy Higgs
<latexit sha1_base64="A36IEdvKwbCkpcefBCPgtKpY87I=">AAACCXicbVDLSsNAFJ3UV62vqEs3g0VwVRIRdFl002VF+4AmlJvpJB06eTAzKYTQrRt/xY0LRdz6B+78GydtFtp64HIP59zLzD1ewplUlvVtVNbWNza3qtu1nd29/QPz8Kgr41QQ2iExj0XfA0k5i2hHMcVpPxEUQo/Tnje5LfzelArJ4uhBZQl1Qwgi5jMCSktDE+eOCLHj+fieAAeBHdyiMM2KzoJAzoZm3WpYc+BVYpekjkq0h+aXM4pJGtJIEQ5SDmwrUW4OQjHC6azmpJImQCYQ0IGmEYRUuvn8khk+08oI+7HQFSk8V39v5BBKmYWengxBjeWyV4j/eYNU+dduzqIkVTQii4f8lGMV4yIWPGKCEsUzTYAIpv+KyRgEEKXDq+kQ7OWTV0n3omFbDfvust68KeOoohN0is6Rja5QE7VQG3UQQY/oGb2iN+PJeDHejY/FaMUod47RHxifP5vFmP8=</latexit><latexit sha1_base64="A36IEdvKwbCkpcefBCPgtKpY87I=">AAACCXicbVDLSsNAFJ3UV62vqEs3g0VwVRIRdFl002VF+4AmlJvpJB06eTAzKYTQrRt/xY0LRdz6B+78GydtFtp64HIP59zLzD1ewplUlvVtVNbWNza3qtu1nd29/QPz8Kgr41QQ2iExj0XfA0k5i2hHMcVpPxEUQo/Tnje5LfzelArJ4uhBZQl1Qwgi5jMCSktDE+eOCLHj+fieAAeBHdyiMM2KzoJAzoZm3WpYc+BVYpekjkq0h+aXM4pJGtJIEQ5SDmwrUW4OQjHC6azmpJImQCYQ0IGmEYRUuvn8khk+08oI+7HQFSk8V39v5BBKmYWengxBjeWyV4j/eYNU+dduzqIkVTQii4f8lGMV4yIWPGKCEsUzTYAIpv+KyRgEEKXDq+kQ7OWTV0n3omFbDfvust68KeOoohN0is6Rja5QE7VQG3UQQY/oGb2iN+PJeDHejY/FaMUod47RHxifP5vFmP8=</latexit><latexit sha1_base64="A36IEdvKwbCkpcefBCPgtKpY87I=">AAACCXicbVDLSsNAFJ3UV62vqEs3g0VwVRIRdFl002VF+4AmlJvpJB06eTAzKYTQrRt/xY0LRdz6B+78GydtFtp64HIP59zLzD1ewplUlvVtVNbWNza3qtu1nd29/QPz8Kgr41QQ2iExj0XfA0k5i2hHMcVpPxEUQo/Tnje5LfzelArJ4uhBZQl1Qwgi5jMCSktDE+eOCLHj+fieAAeBHdyiMM2KzoJAzoZm3WpYc+BVYpekjkq0h+aXM4pJGtJIEQ5SDmwrUW4OQjHC6azmpJImQCYQ0IGmEYRUuvn8khk+08oI+7HQFSk8V39v5BBKmYWengxBjeWyV4j/eYNU+dduzqIkVTQii4f8lGMV4yIWPGKCEsUzTYAIpv+KyRgEEKXDq+kQ7OWTV0n3omFbDfvust68KeOoohN0is6Rja5QE7VQG3UQQY/oGb2iN+PJeDHejY/FaMUod47RHxifP5vFmP8=</latexit><latexit sha1_base64="A36IEdvKwbCkpcefBCPgtKpY87I=">AAACCXicbVDLSsNAFJ3UV62vqEs3g0VwVRIRdFl002VF+4AmlJvpJB06eTAzKYTQrRt/xY0LRdz6B+78GydtFtp64HIP59zLzD1ewplUlvVtVNbWNza3qtu1nd29/QPz8Kgr41QQ2iExj0XfA0k5i2hHMcVpPxEUQo/Tnje5LfzelArJ4uhBZQl1Qwgi5jMCSktDE+eOCLHj+fieAAeBHdyiMM2KzoJAzoZm3WpYc+BVYpekjkq0h+aXM4pJGtJIEQ5SDmwrUW4OQjHC6azmpJImQCYQ0IGmEYRUuvn8khk+08oI+7HQFSk8V39v5BBKmYWengxBjeWyV4j/eYNU+dduzqIkVTQii4f8lGMV4yIWPGKCEsUzTYAIpv+KyRgEEKXDq+kQ7OWTV0n3omFbDfvust68KeOoohN0is6Rja5QE7VQG3UQQY/oGb2iN+PJeDHejY/FaMUod47RHxifP5vFmP8=</latexit>

Heavy Vector Triplet
<latexit sha1_base64="i/hUzmr02VTnTRAOabA8nE4BNUk=">AAACC3icbVC7TsNAEDzzDOFloKQ5JUKiimyEBGUETcog5SXFVnS+rJNT7mzr7hzJstLT8Cs0FCBEyw/Q8TdcEheQMNVoZle7M0HCmdKO821tbG5t7+yW9sr7B4dHx/bJaUfFqaTQpjGPZS8gCjiLoK2Z5tBLJBARcOgGk/u5352CVCyOWjpLwBdkFLGQUaKNNLAruScF9oIQN4BMM+zhDlAdS0NakiUc9GxgV52aswBeJ25BqqhAc2B/ecOYpgIiTTlRqu86ifZzIjWjHGZlL1WQEDohI+gbGhEBys8XWWb4wihDHJoPwjjSeKH+3siJUCoTgZkURI/VqjcX//P6qQ5v/ZxFSaohostDYcqxjvG8GDxk0iTnmSGESmZ+xXRMJKHa1Fc2JbirkddJ56rmOjX34bpavyvqKKFzVEGXyEU3qI4aqInaiKJH9Ixe0Zv1ZL1Y79bHcnTDKnbO0B9Ynz+ZfZoi</latexit><latexit sha1_base64="i/hUzmr02VTnTRAOabA8nE4BNUk=">AAACC3icbVC7TsNAEDzzDOFloKQ5JUKiimyEBGUETcog5SXFVnS+rJNT7mzr7hzJstLT8Cs0FCBEyw/Q8TdcEheQMNVoZle7M0HCmdKO821tbG5t7+yW9sr7B4dHx/bJaUfFqaTQpjGPZS8gCjiLoK2Z5tBLJBARcOgGk/u5352CVCyOWjpLwBdkFLGQUaKNNLAruScF9oIQN4BMM+zhDlAdS0NakiUc9GxgV52aswBeJ25BqqhAc2B/ecOYpgIiTTlRqu86ifZzIjWjHGZlL1WQEDohI+gbGhEBys8XWWb4wihDHJoPwjjSeKH+3siJUCoTgZkURI/VqjcX//P6qQ5v/ZxFSaohostDYcqxjvG8GDxk0iTnmSGESmZ+xXRMJKHa1Fc2JbirkddJ56rmOjX34bpavyvqKKFzVEGXyEU3qI4aqInaiKJH9Ixe0Zv1ZL1Y79bHcnTDKnbO0B9Ynz+ZfZoi</latexit><latexit sha1_base64="i/hUzmr02VTnTRAOabA8nE4BNUk=">AAACC3icbVC7TsNAEDzzDOFloKQ5JUKiimyEBGUETcog5SXFVnS+rJNT7mzr7hzJstLT8Cs0FCBEyw/Q8TdcEheQMNVoZle7M0HCmdKO821tbG5t7+yW9sr7B4dHx/bJaUfFqaTQpjGPZS8gCjiLoK2Z5tBLJBARcOgGk/u5352CVCyOWjpLwBdkFLGQUaKNNLAruScF9oIQN4BMM+zhDlAdS0NakiUc9GxgV52aswBeJ25BqqhAc2B/ecOYpgIiTTlRqu86ifZzIjWjHGZlL1WQEDohI+gbGhEBys8XWWb4wihDHJoPwjjSeKH+3siJUCoTgZkURI/VqjcX//P6qQ5v/ZxFSaohostDYcqxjvG8GDxk0iTnmSGESmZ+xXRMJKHa1Fc2JbirkddJ56rmOjX34bpavyvqKKFzVEGXyEU3qI4aqInaiKJH9Ixe0Zv1ZL1Y79bHcnTDKnbO0B9Ynz+ZfZoi</latexit><latexit sha1_base64="i/hUzmr02VTnTRAOabA8nE4BNUk=">AAACC3icbVC7TsNAEDzzDOFloKQ5JUKiimyEBGUETcog5SXFVnS+rJNT7mzr7hzJstLT8Cs0FCBEyw/Q8TdcEheQMNVoZle7M0HCmdKO821tbG5t7+yW9sr7B4dHx/bJaUfFqaTQpjGPZS8gCjiLoK2Z5tBLJBARcOgGk/u5352CVCyOWjpLwBdkFLGQUaKNNLAruScF9oIQN4BMM+zhDlAdS0NakiUc9GxgV52aswBeJ25BqqhAc2B/ecOYpgIiTTlRqu86ifZzIjWjHGZlL1WQEDohI+gbGhEBys8XWWb4wihDHJoPwjjSeKH+3siJUCoTgZkURI/VqjcX//P6qQ5v/ZxFSaohostDYcqxjvG8GDxk0iTnmSGESmZ+xXRMJKHa1Fc2JbirkddJ56rmOjX34bpavyvqKKFzVEGXyEU3qI4aqInaiKJH9Ixe0Zv1ZL1Y79bHcnTDKnbO0B9Ynz+ZfZoi</latexit>

Bulk Randall � Sundrum
<latexit sha1_base64="DywhqHynDlpIvHK26Yg1jPUBaTk=">AAACCXicbVDLSsNAFJ34rPUVdelmsAhuLIkIuix147I++oAmlMlk0g6dmYR5CCV068ZfceNCEbf+gTv/xmmbhbYeuHA4517uvSfKGFXa876dpeWV1bX10kZ5c2t7Z9fd22+p1EhMmjhlqexESBFGBWlqqhnpZJIgHjHSjoZXE7/9QKSiqbjXo4yEHPUFTShG2ko9F+aB5DCIElg3bAgDeItEjBg7vTMiloaPe27Fq3pTwEXiF6QCCjR67lcQp9hwIjRmSKmu72U6zJHUFDMyLgdGkQzhIeqTrqUCcaLCfPrJGB5bJYZJKm0JDafq74kccaVGPLKdHOmBmvcm4n9e1+jkMsypyIwmAs8WJYZBncJJLDCmkmDNRpYgLKm9FeIBkghrG17ZhuDPv7xIWmdV36v6N+eVWr2IowQOwRE4AT64ADVwDRqgCTB4BM/gFbw5T86L8+58zFqXnGLmAPyB8/kDaLqZhQ==</latexit><latexit sha1_base64="DywhqHynDlpIvHK26Yg1jPUBaTk=">AAACCXicbVDLSsNAFJ34rPUVdelmsAhuLIkIuix147I++oAmlMlk0g6dmYR5CCV068ZfceNCEbf+gTv/xmmbhbYeuHA4517uvSfKGFXa876dpeWV1bX10kZ5c2t7Z9fd22+p1EhMmjhlqexESBFGBWlqqhnpZJIgHjHSjoZXE7/9QKSiqbjXo4yEHPUFTShG2ko9F+aB5DCIElg3bAgDeItEjBg7vTMiloaPe27Fq3pTwEXiF6QCCjR67lcQp9hwIjRmSKmu72U6zJHUFDMyLgdGkQzhIeqTrqUCcaLCfPrJGB5bJYZJKm0JDafq74kccaVGPLKdHOmBmvcm4n9e1+jkMsypyIwmAs8WJYZBncJJLDCmkmDNRpYgLKm9FeIBkghrG17ZhuDPv7xIWmdV36v6N+eVWr2IowQOwRE4AT64ADVwDRqgCTB4BM/gFbw5T86L8+58zFqXnGLmAPyB8/kDaLqZhQ==</latexit><latexit sha1_base64="DywhqHynDlpIvHK26Yg1jPUBaTk=">AAACCXicbVDLSsNAFJ34rPUVdelmsAhuLIkIuix147I++oAmlMlk0g6dmYR5CCV068ZfceNCEbf+gTv/xmmbhbYeuHA4517uvSfKGFXa876dpeWV1bX10kZ5c2t7Z9fd22+p1EhMmjhlqexESBFGBWlqqhnpZJIgHjHSjoZXE7/9QKSiqbjXo4yEHPUFTShG2ko9F+aB5DCIElg3bAgDeItEjBg7vTMiloaPe27Fq3pTwEXiF6QCCjR67lcQp9hwIjRmSKmu72U6zJHUFDMyLgdGkQzhIeqTrqUCcaLCfPrJGB5bJYZJKm0JDafq74kccaVGPLKdHOmBmvcm4n9e1+jkMsypyIwmAs8WJYZBncJJLDCmkmDNRpYgLKm9FeIBkghrG17ZhuDPv7xIWmdV36v6N+eVWr2IowQOwRE4AT64ADVwDRqgCTB4BM/gFbw5T86L8+58zFqXnGLmAPyB8/kDaLqZhQ==</latexit><latexit sha1_base64="DywhqHynDlpIvHK26Yg1jPUBaTk=">AAACCXicbVDLSsNAFJ34rPUVdelmsAhuLIkIuix147I++oAmlMlk0g6dmYR5CCV068ZfceNCEbf+gTv/xmmbhbYeuHA4517uvSfKGFXa876dpeWV1bX10kZ5c2t7Z9fd22+p1EhMmjhlqexESBFGBWlqqhnpZJIgHjHSjoZXE7/9QKSiqbjXo4yEHPUFTShG2ko9F+aB5DCIElg3bAgDeItEjBg7vTMiloaPe27Fq3pTwEXiF6QCCjR67lcQp9hwIjRmSKmu72U6zJHUFDMyLgdGkQzhIeqTrqUCcaLCfPrJGB5bJYZJKm0JDafq74kccaVGPLKdHOmBmvcm4n9e1+jkMsypyIwmAs8WJYZBncJJLDCmkmDNRpYgLKm9FeIBkghrG17ZhuDPv7xIWmdV36v6N+eVWr2IowQOwRE4AT64ADVwDRqgCTB4BM/gFbw5T86L8+58zFqXnGLmAPyB8/kDaLqZhQ==</latexit>

(RS) Graviton
<latexit sha1_base64="1MaSwqytNXaDEm9z/vJU8DPp/r0=">AAACAnicbVC7SgNBFJ2Nrxhfq1ZiMxiE2IRdEbQMWmgZH3lANoTZyWwyZB7LzGwgLMHGX7GxUMTWr7Dzb5wkW2jigQuHc+7l3nvCmFFtPO/byS0tr6yu5dcLG5tb2zvu7l5dy0RhUsOSSdUMkSaMClIz1DDSjBVBPGSkEQ6uJn5jSJSmUjyYUUzaHPUEjShGxkod9yANFIdBGMHS3f0JDOC1QkNqpBh33KJX9qaAi8TPSBFkqHbcr6ArccKJMJghrVu+F5t2ipShmJFxIUg0iREeoB5pWSoQJ7qdTl8Yw2OrdGEklS1h4FT9PZEirvWIh7aTI9PX895E/M9rJSa6aKdUxIkhAs8WRQmDRsJJHrBLFcGGjSxBWFF7K8R9pBA2NrWCDcGff3mR1E/Lvlf2b8+Klcssjjw4BEegBHxwDirgBlRBDWDwCJ7BK3hznpwX5935mLXmnGxmH/yB8/kDUOOWGA==</latexit><latexit sha1_base64="1MaSwqytNXaDEm9z/vJU8DPp/r0=">AAACAnicbVC7SgNBFJ2Nrxhfq1ZiMxiE2IRdEbQMWmgZH3lANoTZyWwyZB7LzGwgLMHGX7GxUMTWr7Dzb5wkW2jigQuHc+7l3nvCmFFtPO/byS0tr6yu5dcLG5tb2zvu7l5dy0RhUsOSSdUMkSaMClIz1DDSjBVBPGSkEQ6uJn5jSJSmUjyYUUzaHPUEjShGxkod9yANFIdBGMHS3f0JDOC1QkNqpBh33KJX9qaAi8TPSBFkqHbcr6ArccKJMJghrVu+F5t2ipShmJFxIUg0iREeoB5pWSoQJ7qdTl8Yw2OrdGEklS1h4FT9PZEirvWIh7aTI9PX895E/M9rJSa6aKdUxIkhAs8WRQmDRsJJHrBLFcGGjSxBWFF7K8R9pBA2NrWCDcGff3mR1E/Lvlf2b8+Klcssjjw4BEegBHxwDirgBlRBDWDwCJ7BK3hznpwX5935mLXmnGxmH/yB8/kDUOOWGA==</latexit><latexit sha1_base64="1MaSwqytNXaDEm9z/vJU8DPp/r0=">AAACAnicbVC7SgNBFJ2Nrxhfq1ZiMxiE2IRdEbQMWmgZH3lANoTZyWwyZB7LzGwgLMHGX7GxUMTWr7Dzb5wkW2jigQuHc+7l3nvCmFFtPO/byS0tr6yu5dcLG5tb2zvu7l5dy0RhUsOSSdUMkSaMClIz1DDSjBVBPGSkEQ6uJn5jSJSmUjyYUUzaHPUEjShGxkod9yANFIdBGMHS3f0JDOC1QkNqpBh33KJX9qaAi8TPSBFkqHbcr6ArccKJMJghrVu+F5t2ipShmJFxIUg0iREeoB5pWSoQJ7qdTl8Yw2OrdGEklS1h4FT9PZEirvWIh7aTI9PX895E/M9rJSa6aKdUxIkhAs8WRQmDRsJJHrBLFcGGjSxBWFF7K8R9pBA2NrWCDcGff3mR1E/Lvlf2b8+Klcssjjw4BEegBHxwDirgBlRBDWDwCJ7BK3hznpwX5935mLXmnGxmH/yB8/kDUOOWGA==</latexit><latexit sha1_base64="1MaSwqytNXaDEm9z/vJU8DPp/r0=">AAACAnicbVC7SgNBFJ2Nrxhfq1ZiMxiE2IRdEbQMWmgZH3lANoTZyWwyZB7LzGwgLMHGX7GxUMTWr7Dzb5wkW2jigQuHc+7l3nvCmFFtPO/byS0tr6yu5dcLG5tb2zvu7l5dy0RhUsOSSdUMkSaMClIz1DDSjBVBPGSkEQ6uJn5jSJSmUjyYUUzaHPUEjShGxkod9yANFIdBGMHS3f0JDOC1QkNqpBh33KJX9qaAi8TPSBFkqHbcr6ArccKJMJghrVu+F5t2ipShmJFxIUg0iREeoB5pWSoQJ7qdTl8Yw2OrdGEklS1h4FT9PZEirvWIh7aTI9PX895E/M9rJSa6aKdUxIkhAs8WRQmDRsJJHrBLFcGGjSxBWFF7K8R9pBA2NrWCDcGff3mR1E/Lvlf2b8+Klcssjjw4BEegBHxwDirgBlRBDWDwCJ7BK3hznpwX5935mLXmnGxmH/yB8/kDUOOWGA==</latexit>

(HVT)
<latexit sha1_base64="iIM2o54XNtWLHgB9p79INJbyJ84=">AAAB+HicbVBNSwMxEJ31s9aPrnr0EixCvZRdEfRY9NJjhX5Bt5Rsmm1Dk+ySZIW69Jd48aCIV3+KN/+NabsHbX0w8Hhvhpl5YcKZNp737Wxsbm3v7Bb2ivsHh0cl9/ikreNUEdoiMY9VN8SaciZpyzDDaTdRFIuQ0044uZ/7nUeqNItl00wT2hd4JFnECDZWGrilLFACBWGEKvV283I2cMte1VsArRM/J2XI0Ri4X8EwJqmg0hCOte75XmL6GVaGEU5nxSDVNMFkgke0Z6nEgup+tjh8hi6sMkRRrGxJgxbq74kMC62nIrSdApuxXvXm4n9eLzXRbT9jMkkNlWS5KEo5MjGap4CGTFFi+NQSTBSztyIyxgoTY7Mq2hD81ZfXSfuq6ntV/+G6XLvL4yjAGZxDBXy4gRrUoQEtIJDCM7zCm/PkvDjvzseydcPJZ07hD5zPHyx4khs=</latexit><latexit sha1_base64="iIM2o54XNtWLHgB9p79INJbyJ84=">AAAB+HicbVBNSwMxEJ31s9aPrnr0EixCvZRdEfRY9NJjhX5Bt5Rsmm1Dk+ySZIW69Jd48aCIV3+KN/+NabsHbX0w8Hhvhpl5YcKZNp737Wxsbm3v7Bb2ivsHh0cl9/ikreNUEdoiMY9VN8SaciZpyzDDaTdRFIuQ0044uZ/7nUeqNItl00wT2hd4JFnECDZWGrilLFACBWGEKvV283I2cMte1VsArRM/J2XI0Ri4X8EwJqmg0hCOte75XmL6GVaGEU5nxSDVNMFkgke0Z6nEgup+tjh8hi6sMkRRrGxJgxbq74kMC62nIrSdApuxXvXm4n9eLzXRbT9jMkkNlWS5KEo5MjGap4CGTFFi+NQSTBSztyIyxgoTY7Mq2hD81ZfXSfuq6ntV/+G6XLvL4yjAGZxDBXy4gRrUoQEtIJDCM7zCm/PkvDjvzseydcPJZ07hD5zPHyx4khs=</latexit><latexit sha1_base64="iIM2o54XNtWLHgB9p79INJbyJ84=">AAAB+HicbVBNSwMxEJ31s9aPrnr0EixCvZRdEfRY9NJjhX5Bt5Rsmm1Dk+ySZIW69Jd48aCIV3+KN/+NabsHbX0w8Hhvhpl5YcKZNp737Wxsbm3v7Bb2ivsHh0cl9/ikreNUEdoiMY9VN8SaciZpyzDDaTdRFIuQ0044uZ/7nUeqNItl00wT2hd4JFnECDZWGrilLFACBWGEKvV283I2cMte1VsArRM/J2XI0Ri4X8EwJqmg0hCOte75XmL6GVaGEU5nxSDVNMFkgke0Z6nEgup+tjh8hi6sMkRRrGxJgxbq74kMC62nIrSdApuxXvXm4n9eLzXRbT9jMkkNlWS5KEo5MjGap4CGTFFi+NQSTBSztyIyxgoTY7Mq2hD81ZfXSfuq6ntV/+G6XLvL4yjAGZxDBXy4gRrUoQEtIJDCM7zCm/PkvDjvzseydcPJZ07hD5zPHyx4khs=</latexit><latexit sha1_base64="iIM2o54XNtWLHgB9p79INJbyJ84=">AAAB+HicbVBNSwMxEJ31s9aPrnr0EixCvZRdEfRY9NJjhX5Bt5Rsmm1Dk+ySZIW69Jd48aCIV3+KN/+NabsHbX0w8Hhvhpl5YcKZNp737Wxsbm3v7Bb2ivsHh0cl9/ikreNUEdoiMY9VN8SaciZpyzDDaTdRFIuQ0044uZ/7nUeqNItl00wT2hd4JFnECDZWGrilLFACBWGEKvV283I2cMte1VsArRM/J2XI0Ri4X8EwJqmg0hCOte75XmL6GVaGEU5nxSDVNMFkgke0Z6nEgup+tjh8hi6sMkRRrGxJgxbq74kMC62nIrSdApuxXvXm4n9eLzXRbT9jMkkNlWS5KEo5MjGap4CGTFFi+NQSTBSztyIyxgoTY7Mq2hD81ZfXSfuq6ntV/+G6XLvL4yjAGZxDBXy4gRrUoQEtIJDCM7zCm/PkvDjvzseydcPJZ07hD5zPHyx4khs=</latexit>

Spin-0
<latexit sha1_base64="XXHP8YLh0HGIGPsJ2v9jgG8AEW4=">AAAB7XicbVBNSwMxEJ2tX7V+VT16CRbBi2W3Fz0WvXisaD+gXUo2zbax2SQkWaEs/Q9ePCji1f/jzX9j2u5BWx8MPN6bYWZepDgz1ve/vcLa+sbmVnG7tLO7t39QPjxqGZlqQptEcqk7ETaUM0GblllOO0pTnESctqPxzcxvP1FtmBQPdqJomOChYDEj2Dqpda+YuPD75Ypf9edAqyTISQVyNPrlr95AkjShwhKOjekGvrJhhrVlhNNpqZcaqjAZ4yHtOipwQk2Yza+dojOnDFAstSth0Vz9PZHhxJhJErnOBNuRWfZm4n9eN7XxVZgxoVJLBVksilOOrESz19GAaUosnziCiWbuVkRGWGNiXUAlF0Kw/PIqadWqgV8N7mqV+nUeRxFO4BTOIYBLqMMtNKAJBB7hGV7hzZPei/fufSxaC14+cwx/4H3+AOhtjqs=</latexit><latexit sha1_base64="XXHP8YLh0HGIGPsJ2v9jgG8AEW4=">AAAB7XicbVBNSwMxEJ2tX7V+VT16CRbBi2W3Fz0WvXisaD+gXUo2zbax2SQkWaEs/Q9ePCji1f/jzX9j2u5BWx8MPN6bYWZepDgz1ve/vcLa+sbmVnG7tLO7t39QPjxqGZlqQptEcqk7ETaUM0GblllOO0pTnESctqPxzcxvP1FtmBQPdqJomOChYDEj2Dqpda+YuPD75Ypf9edAqyTISQVyNPrlr95AkjShwhKOjekGvrJhhrVlhNNpqZcaqjAZ4yHtOipwQk2Yza+dojOnDFAstSth0Vz9PZHhxJhJErnOBNuRWfZm4n9eN7XxVZgxoVJLBVksilOOrESz19GAaUosnziCiWbuVkRGWGNiXUAlF0Kw/PIqadWqgV8N7mqV+nUeRxFO4BTOIYBLqMMtNKAJBB7hGV7hzZPei/fufSxaC14+cwx/4H3+AOhtjqs=</latexit><latexit sha1_base64="XXHP8YLh0HGIGPsJ2v9jgG8AEW4=">AAAB7XicbVBNSwMxEJ2tX7V+VT16CRbBi2W3Fz0WvXisaD+gXUo2zbax2SQkWaEs/Q9ePCji1f/jzX9j2u5BWx8MPN6bYWZepDgz1ve/vcLa+sbmVnG7tLO7t39QPjxqGZlqQptEcqk7ETaUM0GblllOO0pTnESctqPxzcxvP1FtmBQPdqJomOChYDEj2Dqpda+YuPD75Ypf9edAqyTISQVyNPrlr95AkjShwhKOjekGvrJhhrVlhNNpqZcaqjAZ4yHtOipwQk2Yza+dojOnDFAstSth0Vz9PZHhxJhJErnOBNuRWfZm4n9eN7XxVZgxoVJLBVksilOOrESz19GAaUosnziCiWbuVkRGWGNiXUAlF0Kw/PIqadWqgV8N7mqV+nUeRxFO4BTOIYBLqMMtNKAJBB7hGV7hzZPei/fufSxaC14+cwx/4H3+AOhtjqs=</latexit><latexit sha1_base64="XXHP8YLh0HGIGPsJ2v9jgG8AEW4=">AAAB7XicbVBNSwMxEJ2tX7V+VT16CRbBi2W3Fz0WvXisaD+gXUo2zbax2SQkWaEs/Q9ePCji1f/jzX9j2u5BWx8MPN6bYWZepDgz1ve/vcLa+sbmVnG7tLO7t39QPjxqGZlqQptEcqk7ETaUM0GblllOO0pTnESctqPxzcxvP1FtmBQPdqJomOChYDEj2Dqpda+YuPD75Ypf9edAqyTISQVyNPrlr95AkjShwhKOjekGvrJhhrVlhNNpqZcaqjAZ4yHtOipwQk2Yza+dojOnDFAstSth0Vz9PZHhxJhJErnOBNuRWfZm4n9eN7XxVZgxoVJLBVksilOOrESz19GAaUosnziCiWbuVkRGWGNiXUAlF0Kw/PIqadWqgV8N7mqV+nUeRxFO4BTOIYBLqMMtNKAJBB7hGV7hzZPei/fufSxaC14+cwx/4H3+AOhtjqs=</latexit>

Spin-1
<latexit sha1_base64="KsHdvksoCBY4JOUef8FS1RolBz8=">AAAB7XicbVBNSwMxEJ2tX7V+VT16CRbBi2W3Fz0WvXisaD+gXUo2zbax2SQkWaEs/Q9ePCji1f/jzX9j2u5BWx8MPN6bYWZepDgz1ve/vcLa+sbmVnG7tLO7t39QPjxqGZlqQptEcqk7ETaUM0GblllOO0pTnESctqPxzcxvP1FtmBQPdqJomOChYDEj2Dqpda+YuAj65Ypf9edAqyTISQVyNPrlr95AkjShwhKOjekGvrJhhrVlhNNpqZcaqjAZ4yHtOipwQk2Yza+dojOnDFAstSth0Vz9PZHhxJhJErnOBNuRWfZm4n9eN7XxVZgxoVJLBVksilOOrESz19GAaUosnziCiWbuVkRGWGNiXUAlF0Kw/PIqadWqgV8N7mqV+nUeRxFO4BTOIYBLqMMtNKAJBB7hGV7hzZPei/fufSxaC14+cwx/4H3+AOnxjqw=</latexit><latexit sha1_base64="KsHdvksoCBY4JOUef8FS1RolBz8=">AAAB7XicbVBNSwMxEJ2tX7V+VT16CRbBi2W3Fz0WvXisaD+gXUo2zbax2SQkWaEs/Q9ePCji1f/jzX9j2u5BWx8MPN6bYWZepDgz1ve/vcLa+sbmVnG7tLO7t39QPjxqGZlqQptEcqk7ETaUM0GblllOO0pTnESctqPxzcxvP1FtmBQPdqJomOChYDEj2Dqpda+YuAj65Ypf9edAqyTISQVyNPrlr95AkjShwhKOjekGvrJhhrVlhNNpqZcaqjAZ4yHtOipwQk2Yza+dojOnDFAstSth0Vz9PZHhxJhJErnOBNuRWfZm4n9eN7XxVZgxoVJLBVksilOOrESz19GAaUosnziCiWbuVkRGWGNiXUAlF0Kw/PIqadWqgV8N7mqV+nUeRxFO4BTOIYBLqMMtNKAJBB7hGV7hzZPei/fufSxaC14+cwx/4H3+AOnxjqw=</latexit><latexit sha1_base64="KsHdvksoCBY4JOUef8FS1RolBz8=">AAAB7XicbVBNSwMxEJ2tX7V+VT16CRbBi2W3Fz0WvXisaD+gXUo2zbax2SQkWaEs/Q9ePCji1f/jzX9j2u5BWx8MPN6bYWZepDgz1ve/vcLa+sbmVnG7tLO7t39QPjxqGZlqQptEcqk7ETaUM0GblllOO0pTnESctqPxzcxvP1FtmBQPdqJomOChYDEj2Dqpda+YuAj65Ypf9edAqyTISQVyNPrlr95AkjShwhKOjekGvrJhhrVlhNNpqZcaqjAZ4yHtOipwQk2Yza+dojOnDFAstSth0Vz9PZHhxJhJErnOBNuRWfZm4n9eN7XxVZgxoVJLBVksilOOrESz19GAaUosnziCiWbuVkRGWGNiXUAlF0Kw/PIqadWqgV8N7mqV+nUeRxFO4BTOIYBLqMMtNKAJBB7hGV7hzZPei/fufSxaC14+cwx/4H3+AOnxjqw=</latexit><latexit sha1_base64="KsHdvksoCBY4JOUef8FS1RolBz8=">AAAB7XicbVBNSwMxEJ2tX7V+VT16CRbBi2W3Fz0WvXisaD+gXUo2zbax2SQkWaEs/Q9ePCji1f/jzX9j2u5BWx8MPN6bYWZepDgz1ve/vcLa+sbmVnG7tLO7t39QPjxqGZlqQptEcqk7ETaUM0GblllOO0pTnESctqPxzcxvP1FtmBQPdqJomOChYDEj2Dqpda+YuAj65Ypf9edAqyTISQVyNPrlr95AkjShwhKOjekGvrJhhrVlhNNpqZcaqjAZ4yHtOipwQk2Yza+dojOnDFAstSth0Vz9PZHhxJhJErnOBNuRWfZm4n9eN7XxVZgxoVJLBVksilOOrESz19GAaUosnziCiWbuVkRGWGNiXUAlF0Kw/PIqadWqgV8N7mqV+nUeRxFO4BTOIYBLqMMtNKAJBB7hGV7hzZPei/fufSxaC14+cwx/4H3+AOnxjqw=</latexit>

Spin-2
<latexit sha1_base64="bjVR/NjEPSrse/6cf1mtc+ATmqA=">AAAB7XicbVBNSwMxEJ3Ur1q/qh69BIvgxbLbix6LXjxWtB/QLiWbZtvYbLIkWaEs/Q9ePCji1f/jzX9j2u5BWx8MPN6bYWZemAhurOd9o8La+sbmVnG7tLO7t39QPjxqGZVqyppUCaU7ITFMcMmallvBOolmJA4Fa4fjm5nffmLacCUf7CRhQUyGkkecEuuk1n3C5UWtX654VW8OvEr8nFQgR6Nf/uoNFE1jJi0VxJiu7yU2yIi2nAo2LfVSwxJCx2TIuo5KEjMTZPNrp/jMKQMcKe1KWjxXf09kJDZmEoeuMyZ2ZJa9mfif101tdBVkXCapZZIuFkWpwFbh2et4wDWjVkwcIVRzdyumI6IJtS6gkgvBX355lbRqVd+r+ne1Sv06j6MIJ3AK5+DDJdThFhrQBAqP8Ayv8IYUekHv6GPRWkD5zDH8Afr8Aet1jq0=</latexit><latexit sha1_base64="bjVR/NjEPSrse/6cf1mtc+ATmqA=">AAAB7XicbVBNSwMxEJ3Ur1q/qh69BIvgxbLbix6LXjxWtB/QLiWbZtvYbLIkWaEs/Q9ePCji1f/jzX9j2u5BWx8MPN6bYWZemAhurOd9o8La+sbmVnG7tLO7t39QPjxqGZVqyppUCaU7ITFMcMmallvBOolmJA4Fa4fjm5nffmLacCUf7CRhQUyGkkecEuuk1n3C5UWtX654VW8OvEr8nFQgR6Nf/uoNFE1jJi0VxJiu7yU2yIi2nAo2LfVSwxJCx2TIuo5KEjMTZPNrp/jMKQMcKe1KWjxXf09kJDZmEoeuMyZ2ZJa9mfif101tdBVkXCapZZIuFkWpwFbh2et4wDWjVkwcIVRzdyumI6IJtS6gkgvBX355lbRqVd+r+ne1Sv06j6MIJ3AK5+DDJdThFhrQBAqP8Ayv8IYUekHv6GPRWkD5zDH8Afr8Aet1jq0=</latexit><latexit sha1_base64="bjVR/NjEPSrse/6cf1mtc+ATmqA=">AAAB7XicbVBNSwMxEJ3Ur1q/qh69BIvgxbLbix6LXjxWtB/QLiWbZtvYbLIkWaEs/Q9ePCji1f/jzX9j2u5BWx8MPN6bYWZemAhurOd9o8La+sbmVnG7tLO7t39QPjxqGZVqyppUCaU7ITFMcMmallvBOolmJA4Fa4fjm5nffmLacCUf7CRhQUyGkkecEuuk1n3C5UWtX654VW8OvEr8nFQgR6Nf/uoNFE1jJi0VxJiu7yU2yIi2nAo2LfVSwxJCx2TIuo5KEjMTZPNrp/jMKQMcKe1KWjxXf09kJDZmEoeuMyZ2ZJa9mfif101tdBVkXCapZZIuFkWpwFbh2et4wDWjVkwcIVRzdyumI6IJtS6gkgvBX355lbRqVd+r+ne1Sv06j6MIJ3AK5+DDJdThFhrQBAqP8Ayv8IYUekHv6GPRWkD5zDH8Afr8Aet1jq0=</latexit><latexit sha1_base64="bjVR/NjEPSrse/6cf1mtc+ATmqA=">AAAB7XicbVBNSwMxEJ3Ur1q/qh69BIvgxbLbix6LXjxWtB/QLiWbZtvYbLIkWaEs/Q9ePCji1f/jzX9j2u5BWx8MPN6bYWZemAhurOd9o8La+sbmVnG7tLO7t39QPjxqGZVqyppUCaU7ITFMcMmallvBOolmJA4Fa4fjm5nffmLacCUf7CRhQUyGkkecEuuk1n3C5UWtX654VW8OvEr8nFQgR6Nf/uoNFE1jJi0VxJiu7yU2yIi2nAo2LfVSwxJCx2TIuo5KEjMTZPNrp/jMKQMcKe1KWjxXf09kJDZmEoeuMyZ2ZJa9mfif101tdBVkXCapZZIuFkWpwFbh2et4wDWjVkwcIVRzdyumI6IJtS6gkgvBX355lbRqVd+r+ne1Sv06j6MIJ3AK5+DDJdThFhrQBAqP8Ayv8IYUekHv6GPRWkD5zDH8Afr8Aet1jq0=</latexit>

VBF
<latexit sha1_base64="AslLLKDXZ65SzvfH3JB9GapgtYY=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0l60WOpIB4r2g9oQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNMbuZ+54lrI2L1iNOE+xEdKREKRtFKD+3G7aBccavuAmSdeDmpQI7moPzVH8YsjbhCJqkxPc9N0M+oRsEkn5X6qeEJZRM64j1LFY248bPFqTNyYZUhCWNtSyFZqL8nMhoZM40C2xlRHJtVby7+5/VSDK/9TKgkRa7YclGYSoIxmf9NhkJzhnJqCWVa2FsJG1NNGdp0SjYEb/XlddKuVT236t3XKvVGHkcRzuAcLsGDK6jDHTShBQxG8Ayv8OZI58V5dz6WrQUnnzmFP3A+fwDK+I10</latexit><latexit sha1_base64="AslLLKDXZ65SzvfH3JB9GapgtYY=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0l60WOpIB4r2g9oQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNMbuZ+54lrI2L1iNOE+xEdKREKRtFKD+3G7aBccavuAmSdeDmpQI7moPzVH8YsjbhCJqkxPc9N0M+oRsEkn5X6qeEJZRM64j1LFY248bPFqTNyYZUhCWNtSyFZqL8nMhoZM40C2xlRHJtVby7+5/VSDK/9TKgkRa7YclGYSoIxmf9NhkJzhnJqCWVa2FsJG1NNGdp0SjYEb/XlddKuVT236t3XKvVGHkcRzuAcLsGDK6jDHTShBQxG8Ayv8OZI58V5dz6WrQUnnzmFP3A+fwDK+I10</latexit><latexit sha1_base64="AslLLKDXZ65SzvfH3JB9GapgtYY=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0l60WOpIB4r2g9oQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNMbuZ+54lrI2L1iNOE+xEdKREKRtFKD+3G7aBccavuAmSdeDmpQI7moPzVH8YsjbhCJqkxPc9N0M+oRsEkn5X6qeEJZRM64j1LFY248bPFqTNyYZUhCWNtSyFZqL8nMhoZM40C2xlRHJtVby7+5/VSDK/9TKgkRa7YclGYSoIxmf9NhkJzhnJqCWVa2FsJG1NNGdp0SjYEb/XlddKuVT236t3XKvVGHkcRzuAcLsGDK6jDHTShBQxG8Ayv8OZI58V5dz6WrQUnnzmFP3A+fwDK+I10</latexit><latexit sha1_base64="AslLLKDXZ65SzvfH3JB9GapgtYY=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0l60WOpIB4r2g9oQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNMbuZ+54lrI2L1iNOE+xEdKREKRtFKD+3G7aBccavuAmSdeDmpQI7moPzVH8YsjbhCJqkxPc9N0M+oRsEkn5X6qeEJZRM64j1LFY248bPFqTNyYZUhCWNtSyFZqL8nMhoZM40C2xlRHJtVby7+5/VSDK/9TKgkRa7YclGYSoIxmf9NhkJzhnJqCWVa2FsJG1NNGdp0SjYEb/XlddKuVT236t3XKvVGHkcRzuAcLsGDK6jDHTShBQxG8Ayv8OZI58V5dz6WrQUnnzmFP3A+fwDK+I10</latexit>

VBF
<latexit sha1_base64="AslLLKDXZ65SzvfH3JB9GapgtYY=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0l60WOpIB4r2g9oQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNMbuZ+54lrI2L1iNOE+xEdKREKRtFKD+3G7aBccavuAmSdeDmpQI7moPzVH8YsjbhCJqkxPc9N0M+oRsEkn5X6qeEJZRM64j1LFY248bPFqTNyYZUhCWNtSyFZqL8nMhoZM40C2xlRHJtVby7+5/VSDK/9TKgkRa7YclGYSoIxmf9NhkJzhnJqCWVa2FsJG1NNGdp0SjYEb/XlddKuVT236t3XKvVGHkcRzuAcLsGDK6jDHTShBQxG8Ayv8OZI58V5dz6WrQUnnzmFP3A+fwDK+I10</latexit><latexit sha1_base64="AslLLKDXZ65SzvfH3JB9GapgtYY=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0l60WOpIB4r2g9oQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNMbuZ+54lrI2L1iNOE+xEdKREKRtFKD+3G7aBccavuAmSdeDmpQI7moPzVH8YsjbhCJqkxPc9N0M+oRsEkn5X6qeEJZRM64j1LFY248bPFqTNyYZUhCWNtSyFZqL8nMhoZM40C2xlRHJtVby7+5/VSDK/9TKgkRa7YclGYSoIxmf9NhkJzhnJqCWVa2FsJG1NNGdp0SjYEb/XlddKuVT236t3XKvVGHkcRzuAcLsGDK6jDHTShBQxG8Ayv8OZI58V5dz6WrQUnnzmFP3A+fwDK+I10</latexit><latexit sha1_base64="AslLLKDXZ65SzvfH3JB9GapgtYY=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0l60WOpIB4r2g9oQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNMbuZ+54lrI2L1iNOE+xEdKREKRtFKD+3G7aBccavuAmSdeDmpQI7moPzVH8YsjbhCJqkxPc9N0M+oRsEkn5X6qeEJZRM64j1LFY248bPFqTNyYZUhCWNtSyFZqL8nMhoZM40C2xlRHJtVby7+5/VSDK/9TKgkRa7YclGYSoIxmf9NhkJzhnJqCWVa2FsJG1NNGdp0SjYEb/XlddKuVT236t3XKvVGHkcRzuAcLsGDK6jDHTShBQxG8Ayv8OZI58V5dz6WrQUnnzmFP3A+fwDK+I10</latexit><latexit sha1_base64="AslLLKDXZ65SzvfH3JB9GapgtYY=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0l60WOpIB4r2g9oQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNMbuZ+54lrI2L1iNOE+xEdKREKRtFKD+3G7aBccavuAmSdeDmpQI7moPzVH8YsjbhCJqkxPc9N0M+oRsEkn5X6qeEJZRM64j1LFY248bPFqTNyYZUhCWNtSyFZqL8nMhoZM40C2xlRHJtVby7+5/VSDK/9TKgkRa7YclGYSoIxmf9NhkJzhnJqCWVa2FsJG1NNGdp0SjYEb/XlddKuVT236t3XKvVGHkcRzuAcLsGDK6jDHTShBQxG8Ayv8OZI58V5dz6WrQUnnzmFP3A+fwDK+I10</latexit>

ggF
<latexit sha1_base64="uYeWqECTp+DAU4GdkrnX9mI15QA=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KkkveiwK4rGi/YA2lM12ky7dbMLuRCihP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLUikMuu63s7a+sbm1Xdop7+7tHxxWjo7bJsk04y2WyER3A2q4FIq3UKDk3VRzGgeSd4LxzczvPHFtRKIecZJyP6aREqFgFK30EEW3g0rVrblzkFXiFaQKBZqDyld/mLAs5gqZpMb0PDdFP6caBZN8Wu5nhqeUjWnEe5YqGnPj5/NTp+TcKkMSJtqWQjJXf0/kNDZmEge2M6Y4MsveTPzP62UYXvm5UGmGXLHFojCTBBMy+5sMheYM5cQSyrSwtxI2opoytOmUbQje8surpF2veW7Nu69XG9dFHCU4hTO4AA8uoQF30IQWMIjgGV7hzZHOi/PufCxa15xi5gT+wPn8AR0mjao=</latexit><latexit sha1_base64="uYeWqECTp+DAU4GdkrnX9mI15QA=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KkkveiwK4rGi/YA2lM12ky7dbMLuRCihP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLUikMuu63s7a+sbm1Xdop7+7tHxxWjo7bJsk04y2WyER3A2q4FIq3UKDk3VRzGgeSd4LxzczvPHFtRKIecZJyP6aREqFgFK30EEW3g0rVrblzkFXiFaQKBZqDyld/mLAs5gqZpMb0PDdFP6caBZN8Wu5nhqeUjWnEe5YqGnPj5/NTp+TcKkMSJtqWQjJXf0/kNDZmEge2M6Y4MsveTPzP62UYXvm5UGmGXLHFojCTBBMy+5sMheYM5cQSyrSwtxI2opoytOmUbQje8surpF2veW7Nu69XG9dFHCU4hTO4AA8uoQF30IQWMIjgGV7hzZHOi/PufCxa15xi5gT+wPn8AR0mjao=</latexit><latexit sha1_base64="uYeWqECTp+DAU4GdkrnX9mI15QA=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KkkveiwK4rGi/YA2lM12ky7dbMLuRCihP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLUikMuu63s7a+sbm1Xdop7+7tHxxWjo7bJsk04y2WyER3A2q4FIq3UKDk3VRzGgeSd4LxzczvPHFtRKIecZJyP6aREqFgFK30EEW3g0rVrblzkFXiFaQKBZqDyld/mLAs5gqZpMb0PDdFP6caBZN8Wu5nhqeUjWnEe5YqGnPj5/NTp+TcKkMSJtqWQjJXf0/kNDZmEge2M6Y4MsveTPzP62UYXvm5UGmGXLHFojCTBBMy+5sMheYM5cQSyrSwtxI2opoytOmUbQje8surpF2veW7Nu69XG9dFHCU4hTO4AA8uoQF30IQWMIjgGV7hzZHOi/PufCxa15xi5gT+wPn8AR0mjao=</latexit><latexit sha1_base64="uYeWqECTp+DAU4GdkrnX9mI15QA=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KkkveiwK4rGi/YA2lM12ky7dbMLuRCihP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLUikMuu63s7a+sbm1Xdop7+7tHxxWjo7bJsk04y2WyER3A2q4FIq3UKDk3VRzGgeSd4LxzczvPHFtRKIecZJyP6aREqFgFK30EEW3g0rVrblzkFXiFaQKBZqDyld/mLAs5gqZpMb0PDdFP6caBZN8Wu5nhqeUjWnEe5YqGnPj5/NTp+TcKkMSJtqWQjJXf0/kNDZmEge2M6Y4MsveTPzP62UYXvm5UGmGXLHFojCTBBMy+5sMheYM5cQSyrSwtxI2opoytOmUbQje8surpF2veW7Nu69XG9dFHCU4hTO4AA8uoQF30IQWMIjgGV7hzZHOi/PufCxa15xi5gT+wPn8AR0mjao=</latexit>

ggF
<latexit sha1_base64="uYeWqECTp+DAU4GdkrnX9mI15QA=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KkkveiwK4rGi/YA2lM12ky7dbMLuRCihP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLUikMuu63s7a+sbm1Xdop7+7tHxxWjo7bJsk04y2WyER3A2q4FIq3UKDk3VRzGgeSd4LxzczvPHFtRKIecZJyP6aREqFgFK30EEW3g0rVrblzkFXiFaQKBZqDyld/mLAs5gqZpMb0PDdFP6caBZN8Wu5nhqeUjWnEe5YqGnPj5/NTp+TcKkMSJtqWQjJXf0/kNDZmEge2M6Y4MsveTPzP62UYXvm5UGmGXLHFojCTBBMy+5sMheYM5cQSyrSwtxI2opoytOmUbQje8surpF2veW7Nu69XG9dFHCU4hTO4AA8uoQF30IQWMIjgGV7hzZHOi/PufCxa15xi5gT+wPn8AR0mjao=</latexit><latexit sha1_base64="uYeWqECTp+DAU4GdkrnX9mI15QA=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KkkveiwK4rGi/YA2lM12ky7dbMLuRCihP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLUikMuu63s7a+sbm1Xdop7+7tHxxWjo7bJsk04y2WyER3A2q4FIq3UKDk3VRzGgeSd4LxzczvPHFtRKIecZJyP6aREqFgFK30EEW3g0rVrblzkFXiFaQKBZqDyld/mLAs5gqZpMb0PDdFP6caBZN8Wu5nhqeUjWnEe5YqGnPj5/NTp+TcKkMSJtqWQjJXf0/kNDZmEge2M6Y4MsveTPzP62UYXvm5UGmGXLHFojCTBBMy+5sMheYM5cQSyrSwtxI2opoytOmUbQje8surpF2veW7Nu69XG9dFHCU4hTO4AA8uoQF30IQWMIjgGV7hzZHOi/PufCxa15xi5gT+wPn8AR0mjao=</latexit><latexit sha1_base64="uYeWqECTp+DAU4GdkrnX9mI15QA=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KkkveiwK4rGi/YA2lM12ky7dbMLuRCihP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLUikMuu63s7a+sbm1Xdop7+7tHxxWjo7bJsk04y2WyER3A2q4FIq3UKDk3VRzGgeSd4LxzczvPHFtRKIecZJyP6aREqFgFK30EEW3g0rVrblzkFXiFaQKBZqDyld/mLAs5gqZpMb0PDdFP6caBZN8Wu5nhqeUjWnEe5YqGnPj5/NTp+TcKkMSJtqWQjJXf0/kNDZmEge2M6Y4MsveTPzP62UYXvm5UGmGXLHFojCTBBMy+5sMheYM5cQSyrSwtxI2opoytOmUbQje8surpF2veW7Nu69XG9dFHCU4hTO4AA8uoQF30IQWMIjgGV7hzZHOi/PufCxa15xi5gT+wPn8AR0mjao=</latexit><latexit sha1_base64="uYeWqECTp+DAU4GdkrnX9mI15QA=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KkkveiwK4rGi/YA2lM12ky7dbMLuRCihP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLUikMuu63s7a+sbm1Xdop7+7tHxxWjo7bJsk04y2WyER3A2q4FIq3UKDk3VRzGgeSd4LxzczvPHFtRKIecZJyP6aREqFgFK30EEW3g0rVrblzkFXiFaQKBZqDyld/mLAs5gqZpMb0PDdFP6caBZN8Wu5nhqeUjWnEe5YqGnPj5/NTp+TcKkMSJtqWQjJXf0/kNDZmEge2M6Y4MsveTPzP62UYXvm5UGmGXLHFojCTBBMy+5sMheYM5cQSyrSwtxI2opoytOmUbQje8surpF2veW7Nu69XG9dFHCU4hTO4AA8uoQF30IQWMIjgGV7hzZHOi/PufCxa15xi5gT+wPn8AR0mjao=</latexit>

qq̄
<latexit sha1_base64="aXJHGKKlo13+P9a0L9VItqSi9pc=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48V7Ae0oWy2k3bpZpPuboQS+ie8eFDEq3/Hm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikpeNUMWyyWMSqE1CNgktsGm4EdhKFNAoEtoPx3dxvP6HSPJaPZpqgH9Gh5CFn1FipM+kFVGWTWb9ccavuAmSdeDmpQI5Gv/zVG8QsjVAaJqjWXc9NjJ9RZTgTOCv1Uo0JZWM6xK6lkkao/Wxx74xcWGVAwljZkoYs1N8TGY20nkaB7YyoGelVby7+53VTE974GZdJalCy5aIwFcTEZP48GXCFzIipJZQpbm8lbEQVZcZGVLIheKsvr5PWVdVzq97DdaV+m8dRhDM4h0vwoAZ1uIcGNIGBgGd4hTdn4rw4787HsrXg5DOn8AfO5w9sr5A1</latexit><latexit sha1_base64="aXJHGKKlo13+P9a0L9VItqSi9pc=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48V7Ae0oWy2k3bpZpPuboQS+ie8eFDEq3/Hm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikpeNUMWyyWMSqE1CNgktsGm4EdhKFNAoEtoPx3dxvP6HSPJaPZpqgH9Gh5CFn1FipM+kFVGWTWb9ccavuAmSdeDmpQI5Gv/zVG8QsjVAaJqjWXc9NjJ9RZTgTOCv1Uo0JZWM6xK6lkkao/Wxx74xcWGVAwljZkoYs1N8TGY20nkaB7YyoGelVby7+53VTE974GZdJalCy5aIwFcTEZP48GXCFzIipJZQpbm8lbEQVZcZGVLIheKsvr5PWVdVzq97DdaV+m8dRhDM4h0vwoAZ1uIcGNIGBgGd4hTdn4rw4787HsrXg5DOn8AfO5w9sr5A1</latexit><latexit sha1_base64="aXJHGKKlo13+P9a0L9VItqSi9pc=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48V7Ae0oWy2k3bpZpPuboQS+ie8eFDEq3/Hm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikpeNUMWyyWMSqE1CNgktsGm4EdhKFNAoEtoPx3dxvP6HSPJaPZpqgH9Gh5CFn1FipM+kFVGWTWb9ccavuAmSdeDmpQI5Gv/zVG8QsjVAaJqjWXc9NjJ9RZTgTOCv1Uo0JZWM6xK6lkkao/Wxx74xcWGVAwljZkoYs1N8TGY20nkaB7YyoGelVby7+53VTE974GZdJalCy5aIwFcTEZP48GXCFzIipJZQpbm8lbEQVZcZGVLIheKsvr5PWVdVzq97DdaV+m8dRhDM4h0vwoAZ1uIcGNIGBgGd4hTdn4rw4787HsrXg5DOn8AfO5w9sr5A1</latexit><latexit sha1_base64="aXJHGKKlo13+P9a0L9VItqSi9pc=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48V7Ae0oWy2k3bpZpPuboQS+ie8eFDEq3/Hm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikpeNUMWyyWMSqE1CNgktsGm4EdhKFNAoEtoPx3dxvP6HSPJaPZpqgH9Gh5CFn1FipM+kFVGWTWb9ccavuAmSdeDmpQI5Gv/zVG8QsjVAaJqjWXc9NjJ9RZTgTOCv1Uo0JZWM6xK6lkkao/Wxx74xcWGVAwljZkoYs1N8TGY20nkaB7YyoGelVby7+53VTE974GZdJalCy5aIwFcTEZP48GXCFzIipJZQpbm8lbEQVZcZGVLIheKsvr5PWVdVzq97DdaV+m8dRhDM4h0vwoAZ1uIcGNIGBgGd4hTdn4rw4787HsrXg5DOn8AfO5w9sr5A1</latexit>

Model-A: gV =1
<latexit sha1_base64="KbJJLy9OP6kc7ojllvVqvpR1kQM=">AAAB+3icbVDLSsNAFJ3UV62vWJduBlvBjSXpRhGEqhs3QgX7gDaEyXTSDp3MhJmJWEJ+xY0LRdz6I+78G6dtFtp64MLhnHu5954gZlRpx/m2Ciura+sbxc3S1vbO7p69X24rkUhMWlgwIbsBUoRRTlqaaka6sSQoChjpBOObqd95JFJRwR/0JCZehIachhQjbSTfLt+JAWGnVxewOvTTdla9dH274tScGeAycXNSATmavv3VHwicRIRrzJBSPdeJtZciqSlmJCv1E0VihMdoSHqGchQR5aWz2zN4bJQBDIU0xTWcqb8nUhQpNYkC0xkhPVKL3lT8z+slOjz3UsrjRBOO54vChEEt4DQIOKCSYM0mhiAsqbkV4hGSCGsTV8mE4C6+vEza9Zrr1Nz7eqVxncdRBIfgCJwAF5yBBrgFTdACGDyBZ/AK3qzMerHerY95a8HKZw7AH1ifP6hMkuA=</latexit><latexit sha1_base64="KbJJLy9OP6kc7ojllvVqvpR1kQM=">AAAB+3icbVDLSsNAFJ3UV62vWJduBlvBjSXpRhGEqhs3QgX7gDaEyXTSDp3MhJmJWEJ+xY0LRdz6I+78G6dtFtp64MLhnHu5954gZlRpx/m2Ciura+sbxc3S1vbO7p69X24rkUhMWlgwIbsBUoRRTlqaaka6sSQoChjpBOObqd95JFJRwR/0JCZehIachhQjbSTfLt+JAWGnVxewOvTTdla9dH274tScGeAycXNSATmavv3VHwicRIRrzJBSPdeJtZciqSlmJCv1E0VihMdoSHqGchQR5aWz2zN4bJQBDIU0xTWcqb8nUhQpNYkC0xkhPVKL3lT8z+slOjz3UsrjRBOO54vChEEt4DQIOKCSYM0mhiAsqbkV4hGSCGsTV8mE4C6+vEza9Zrr1Nz7eqVxncdRBIfgCJwAF5yBBrgFTdACGDyBZ/AK3qzMerHerY95a8HKZw7AH1ifP6hMkuA=</latexit><latexit sha1_base64="KbJJLy9OP6kc7ojllvVqvpR1kQM=">AAAB+3icbVDLSsNAFJ3UV62vWJduBlvBjSXpRhGEqhs3QgX7gDaEyXTSDp3MhJmJWEJ+xY0LRdz6I+78G6dtFtp64MLhnHu5954gZlRpx/m2Ciura+sbxc3S1vbO7p69X24rkUhMWlgwIbsBUoRRTlqaaka6sSQoChjpBOObqd95JFJRwR/0JCZehIachhQjbSTfLt+JAWGnVxewOvTTdla9dH274tScGeAycXNSATmavv3VHwicRIRrzJBSPdeJtZciqSlmJCv1E0VihMdoSHqGchQR5aWz2zN4bJQBDIU0xTWcqb8nUhQpNYkC0xkhPVKL3lT8z+slOjz3UsrjRBOO54vChEEt4DQIOKCSYM0mhiAsqbkV4hGSCGsTV8mE4C6+vEza9Zrr1Nz7eqVxncdRBIfgCJwAF5yBBrgFTdACGDyBZ/AK3qzMerHerY95a8HKZw7AH1ifP6hMkuA=</latexit><latexit sha1_base64="KbJJLy9OP6kc7ojllvVqvpR1kQM=">AAAB+3icbVDLSsNAFJ3UV62vWJduBlvBjSXpRhGEqhs3QgX7gDaEyXTSDp3MhJmJWEJ+xY0LRdz6I+78G6dtFtp64MLhnHu5954gZlRpx/m2Ciura+sbxc3S1vbO7p69X24rkUhMWlgwIbsBUoRRTlqaaka6sSQoChjpBOObqd95JFJRwR/0JCZehIachhQjbSTfLt+JAWGnVxewOvTTdla9dH274tScGeAycXNSATmavv3VHwicRIRrzJBSPdeJtZciqSlmJCv1E0VihMdoSHqGchQR5aWz2zN4bJQBDIU0xTWcqb8nUhQpNYkC0xkhPVKL3lT8z+slOjz3UsrjRBOO54vChEEt4DQIOKCSYM0mhiAsqbkV4hGSCGsTV8mE4C6+vEza9Zrr1Nz7eqVxncdRBIfgCJwAF5yBBrgFTdACGDyBZ/AK3qzMerHerY95a8HKZw7AH1ifP6hMkuA=</latexit>

Model-B: gV =3
<latexit sha1_base64="2HpKWjl3pYFf/3gCjZfKb5zrU6I=">AAAB+3icbVDLSsNAFJ34rPUV69LNYCu4sSR1oQhCqRs3QgX7gDaEyWTaDp3MhJmJWEJ+xY0LRdz6I+78G6dtFtp64MLhnHu5954gZlRpx/m2VlbX1jc2C1vF7Z3dvX37oNRWIpGYtLBgQnYDpAijnLQ01Yx0Y0lQFDDSCcY3U7/zSKSigj/oSUy8CA05HVCMtJF8u3QnQsLOGlewMvTTdla5PvftslN1ZoDLxM1JGeRo+vZXPxQ4iQjXmCGleq4Tay9FUlPMSFbsJ4rECI/RkPQM5Sgiyktnt2fwxCghHAhpims4U39PpChSahIFpjNCeqQWvan4n9dL9ODSSymPE004ni8aJAxqAadBwJBKgjWbGIKwpOZWiEdIIqxNXEUTgrv48jJp16quU3Xva+V6I4+jAI7AMTgFLrgAdXALmqAFMHgCz+AVvFmZ9WK9Wx/z1hUrnzkEf2B9/gCs45Lj</latexit><latexit sha1_base64="2HpKWjl3pYFf/3gCjZfKb5zrU6I=">AAAB+3icbVDLSsNAFJ34rPUV69LNYCu4sSR1oQhCqRs3QgX7gDaEyWTaDp3MhJmJWEJ+xY0LRdz6I+78G6dtFtp64MLhnHu5954gZlRpx/m2VlbX1jc2C1vF7Z3dvX37oNRWIpGYtLBgQnYDpAijnLQ01Yx0Y0lQFDDSCcY3U7/zSKSigj/oSUy8CA05HVCMtJF8u3QnQsLOGlewMvTTdla5PvftslN1ZoDLxM1JGeRo+vZXPxQ4iQjXmCGleq4Tay9FUlPMSFbsJ4rECI/RkPQM5Sgiyktnt2fwxCghHAhpims4U39PpChSahIFpjNCeqQWvan4n9dL9ODSSymPE004ni8aJAxqAadBwJBKgjWbGIKwpOZWiEdIIqxNXEUTgrv48jJp16quU3Xva+V6I4+jAI7AMTgFLrgAdXALmqAFMHgCz+AVvFmZ9WK9Wx/z1hUrnzkEf2B9/gCs45Lj</latexit><latexit sha1_base64="2HpKWjl3pYFf/3gCjZfKb5zrU6I=">AAAB+3icbVDLSsNAFJ34rPUV69LNYCu4sSR1oQhCqRs3QgX7gDaEyWTaDp3MhJmJWEJ+xY0LRdz6I+78G6dtFtp64MLhnHu5954gZlRpx/m2VlbX1jc2C1vF7Z3dvX37oNRWIpGYtLBgQnYDpAijnLQ01Yx0Y0lQFDDSCcY3U7/zSKSigj/oSUy8CA05HVCMtJF8u3QnQsLOGlewMvTTdla5PvftslN1ZoDLxM1JGeRo+vZXPxQ4iQjXmCGleq4Tay9FUlPMSFbsJ4rECI/RkPQM5Sgiyktnt2fwxCghHAhpims4U39PpChSahIFpjNCeqQWvan4n9dL9ODSSymPE004ni8aJAxqAadBwJBKgjWbGIKwpOZWiEdIIqxNXEUTgrv48jJp16quU3Xva+V6I4+jAI7AMTgFLrgAdXALmqAFMHgCz+AVvFmZ9WK9Wx/z1hUrnzkEf2B9/gCs45Lj</latexit><latexit sha1_base64="2HpKWjl3pYFf/3gCjZfKb5zrU6I=">AAAB+3icbVDLSsNAFJ34rPUV69LNYCu4sSR1oQhCqRs3QgX7gDaEyWTaDp3MhJmJWEJ+xY0LRdz6I+78G6dtFtp64MLhnHu5954gZlRpx/m2VlbX1jc2C1vF7Z3dvX37oNRWIpGYtLBgQnYDpAijnLQ01Yx0Y0lQFDDSCcY3U7/zSKSigj/oSUy8CA05HVCMtJF8u3QnQsLOGlewMvTTdla5PvftslN1ZoDLxM1JGeRo+vZXPxQ4iQjXmCGleq4Tay9FUlPMSFbsJ4rECI/RkPQM5Sgiyktnt2fwxCghHAhpims4U39PpChSahIFpjNCeqQWvan4n9dL9ODSSymPE004ni8aJAxqAadBwJBKgjWbGIKwpOZWiEdIIqxNXEUTgrv48jJp16quU3Xva+V6I4+jAI7AMTgFLrgAdXALmqAFMHgCz+AVvFmZ9WK9Wx/z1hUrnzkEf2B9/gCs45Lj</latexit>

k/M̄Pl = 1.0, 0.5
<latexit sha1_base64="5QT88nDT++UT5201EtMYeIQ8zeQ=">AAACBnicbVDLSsNAFJ3UV62vqEsRBovgQuJEFN0IRTduhAr2AW0Ik+mkHTqZhJmJUEJWbvwVNy4Uces3uPNvnLZZaPXAhcM593LvPUHCmdIIfVmlufmFxaXycmVldW19w97caqo4lYQ2SMxj2Q6wopwJ2tBMc9pOJMVRwGkrGF6N/dY9lYrF4k6PEupFuC9YyAjWRvLt3eFRN8Ayu8n9rCsjWOc5vICugw4hck59u4ocNAH8S9yCVEGBum9/dnsxSSMqNOFYqY6LEu1lWGpGOM0r3VTRBJMh7tOOoQJHVHnZ5I0c7hulB8NYmhIaTtSfExmOlBpFgemMsB6oWW8s/ud1Uh2eexkTSaqpINNFYcqhjuE4E9hjkhLNR4ZgIpm5FZIBlphok1zFhODOvvyXNI8dFznu7Um1dlnEUQY7YA8cABecgRq4BnXQAAQ8gCfwAl6tR+vZerPep60lq5jZBr9gfXwDldWWlg==</latexit><latexit sha1_base64="5QT88nDT++UT5201EtMYeIQ8zeQ=">AAACBnicbVDLSsNAFJ3UV62vqEsRBovgQuJEFN0IRTduhAr2AW0Ik+mkHTqZhJmJUEJWbvwVNy4Uces3uPNvnLZZaPXAhcM593LvPUHCmdIIfVmlufmFxaXycmVldW19w97caqo4lYQ2SMxj2Q6wopwJ2tBMc9pOJMVRwGkrGF6N/dY9lYrF4k6PEupFuC9YyAjWRvLt3eFRN8Ayu8n9rCsjWOc5vICugw4hck59u4ocNAH8S9yCVEGBum9/dnsxSSMqNOFYqY6LEu1lWGpGOM0r3VTRBJMh7tOOoQJHVHnZ5I0c7hulB8NYmhIaTtSfExmOlBpFgemMsB6oWW8s/ud1Uh2eexkTSaqpINNFYcqhjuE4E9hjkhLNR4ZgIpm5FZIBlphok1zFhODOvvyXNI8dFznu7Um1dlnEUQY7YA8cABecgRq4BnXQAAQ8gCfwAl6tR+vZerPep60lq5jZBr9gfXwDldWWlg==</latexit><latexit sha1_base64="5QT88nDT++UT5201EtMYeIQ8zeQ=">AAACBnicbVDLSsNAFJ3UV62vqEsRBovgQuJEFN0IRTduhAr2AW0Ik+mkHTqZhJmJUEJWbvwVNy4Uces3uPNvnLZZaPXAhcM593LvPUHCmdIIfVmlufmFxaXycmVldW19w97caqo4lYQ2SMxj2Q6wopwJ2tBMc9pOJMVRwGkrGF6N/dY9lYrF4k6PEupFuC9YyAjWRvLt3eFRN8Ayu8n9rCsjWOc5vICugw4hck59u4ocNAH8S9yCVEGBum9/dnsxSSMqNOFYqY6LEu1lWGpGOM0r3VTRBJMh7tOOoQJHVHnZ5I0c7hulB8NYmhIaTtSfExmOlBpFgemMsB6oWW8s/ud1Uh2eexkTSaqpINNFYcqhjuE4E9hjkhLNR4ZgIpm5FZIBlphok1zFhODOvvyXNI8dFznu7Um1dlnEUQY7YA8cABecgRq4BnXQAAQ8gCfwAl6tR+vZerPep60lq5jZBr9gfXwDldWWlg==</latexit><latexit sha1_base64="5QT88nDT++UT5201EtMYeIQ8zeQ=">AAACBnicbVDLSsNAFJ3UV62vqEsRBovgQuJEFN0IRTduhAr2AW0Ik+mkHTqZhJmJUEJWbvwVNy4Uces3uPNvnLZZaPXAhcM593LvPUHCmdIIfVmlufmFxaXycmVldW19w97caqo4lYQ2SMxj2Q6wopwJ2tBMc9pOJMVRwGkrGF6N/dY9lYrF4k6PEupFuC9YyAjWRvLt3eFRN8Ayu8n9rCsjWOc5vICugw4hck59u4ocNAH8S9yCVEGBum9/dnsxSSMqNOFYqY6LEu1lWGpGOM0r3VTRBJMh7tOOoQJHVHnZ5I0c7hulB8NYmhIaTtSfExmOlBpFgemMsB6oWW8s/ud1Uh2eexkTSaqpINNFYcqhjuE4E9hjkhLNR4ZgIpm5FZIBlphok1zFhODOvvyXNI8dFznu7Um1dlnEUQY7YA8cABecgRq4BnXQAAQ8gCfwAl6tR+vZerPep60lq5jZBr9gfXwDldWWlg==</latexit>
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Figure 1.4: Angular distance between the quark and anti-quark, ∆R(q, q̄), from the hadronically
decaying W boson produced in the HVT Z′ samples as a function of the pT of the W boson (pW

T ).
We reconstruct quarks as jets using the anti-kt algorithm [34] with a distance parameter R = 0.4. At
the high pT region (pT & 400 MeV), ∆R(q, q̄) is too small (i.e. ∆R(q, q̄) < 0.4) to reconstruct two
quarks as two separate jets, thus we reconstruct hadronically decaying W/Z bosons as single large-R
jets in the high pT region.

1.4 Current status of diboson resonance searches

The ATLAS and CMS collaborations have carried out diboson resonance searches in various decay modes. Table
1.4 summarises the results recently reported by the ATLAS and CMS collaboration using the 2015+2016 datasets,
and Figure 1.5 shows the summary of the limits to the HVT W′/Z′ cross-section.

No significant excess in the events is yet observed with respect to the SM backgrounds. However, some
small discrepancies are observed in several final states; e.g. deficit around 700 GeV in the WZ → ``qq final
state observed both in the ATLAS and CMS results. To give a convincing explanation for them, larger integrated
luminosity and smaller systematic uncertainties are essential.

Table 1.4: Current results of diboson resonance searches. The ATLAS and CMS collaborations
have reported the results in various decay modes using 2015+2016 datasets.

Collaboration Category Boson type Final states

ATLAS
All hadronic

VV qqqq [36]
VH qqbb [37]

Semileptonic
WW/WZ `νqq [38]
ZZ/WZ ``qq and ννqq [39]

CMS

All hadronic
VV and qV qqqq and qqq [40]

VH qqbb [41]

Semileptonic
WW/WZ `νqq [42]
ZZ/WZ ``qq [43]

ZZ ννqq [44]
Leptonic ZZ ``νν [45]
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Figure 1.5: HVT W ′/Z′ limit summary, from the ATLAS collaboration (a)-(c) [46] and from the
CMS collaboration (d), (e) [47]. The solid lines show the observed limits and the dashed lines show
the expected limits. In the plots from the ATLAS (CMS) collaboration, brown dashed lines (gray
solid lines) show the HVT model B cross-section which corresponds to a composite Higgs model.
(a) shows W ′ limits for the final states of W ′ → Wh→ qqbb/`νbb. (b) shows the W ′ limits for the
final states of W ′ → WZ → qqqq/`νqq/``qq/ννqq. (c) shows the Z′ limits for the final states of
Z′ → ZH → qqbb/``bb/ννbb. (d) shows W ′ limits for the final states of W ′ → WH → 2q2τ/2q2b
and W ′ → WZ → 2q2l/2q2ν/2q`ν/4q. (e) shows Z′ limits for the final states of
Z′ → ZH → 2q2τ/2q2b and Z′ → WW → 4q/2q`ν.
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1.5 Structure of the thesis and Personal contribution

This thesis is structured as follows; for each chapter a brief introduction is given as well as the author contribution.

Chapter 1 gives an overview of the candidate BSM models which predict new particles decaying to a pair of
vector boson.

Chapter 2 provides a general description of LHC and the ATLAS detectors.

Chapter 3 summarises the data and simulation samples used in the diboson resonance search.

Chapter 4 describes the algorithms and methods used in the analysis for reconstruction and identification of the
particles produced in proton-proton collisions.

Chapter 5 reports the procedure and the results of the jet energy scale calibration for the large-R jets. I derived
the jet energy calibration for the large-R jets, which is not yet used in the ATLAS public results but will
be in the future results (Section 5.2). In chapter 10, we explain that the large-R jet related uncertainties is
one of the largest uncertainty sources. In order to reduce the large-R jet uncertainties, data-driven “in-situ”
measurements have been performed [48].

Chapter 6 provides a description of the event selection and its optimisation.

Chapter 7 reports a procedure for the background estimation.

Chapter 8 describes the sources of the systematic uncertainties.

Chapter 9 describes a general overview of statistical treatment in the diboson resonance search. I implemented
the event selections described in chapter 6, and applied fitting methods on the events passed the selections.
With applying the fit, various results have been obtained; post-fit distributions, impacts of the systematic
uncertainties and expected/observed upper limits. Furthermore, the linear assumption to extrapolate the
upper limits for the intermediate mass signals in the limit plots has been tested by a morphing technique
considering a product of acceptance and efficiency of the neighbouring mass points. (chapter 10, B)

Chapter 10 presents the final results of the diboson resonance search.

Chapter 11 summarises the obtained results, then provides an outlook on possible measurements in the future.
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Chapter 2

LHC and the ATLAS detector

The Large Hadron Collider (LHC) is a circular proton-proton collider currently running with a centre-of-mass
energy of 13 TeV. The LHC beams are supplied from the injector chain (Linac, PS booster, PS, and SPS) and
collide at four collision points, corresponding to the positions of four particle detectors; ATLAS, CMS, ALICE,
and LHCb as shown in Figure 2.1. ATLAS and CMS are multi-purpose detectors to investigate new physics
in the world highest energy scale, targetting measurements of a Higgs boson properties and searches for BSM.
These two experiments are able to conduct basically same analyses, but have different detector designs. The two
independently working collaborations enable cross-check of new results.

LHCb is a specialised detector to study CP violation processes through heavy flavour physics, and ALICE is
an experiment optimised to study the heavy-ion collisions at LHC focused on physics of the quark-gluon plasma.

2.1 Large Hadron Collider

LHC was designed to collide protons (or heavy ions) with the centre-of-mass energy (ECM) of 14 TeV (5.5
TeV/nucleon for heavy ion collision) [50]. LHC started the first running period (2010-2013, ‘Run-1’) with ECM of
7-8 TeV [51]. To achieve higher energy (ECM =13 TeV), LHC were shut down for the upgrades of the facilities
since February 2013 (Long Shutdown 1, ‘LS1’). LHC beam lines were improved during the LS1, and LHC has
been successfully running at ECM of 13 TeV in the second running period since 2015 (2015-2018, ‘Run-2’).

For a targetted physics that has a cross section of σphysics, a number of events generated in the collisions per
unit time is given by:

Nevent = Lσphysics , (2.1)

whereL is the instantaneous machine luminosity. When two Gaussian beams are colliding head-on, the luminosity
L can be described as [50]:

L =
N2

bkB frev

4πβ∗εn
× F , (2.2)

where Nb is the number of particles per bunch (protons for the LHC case), kB is the number of bunches per beam,
frev is the revolution frequency, β∗ is the β-function at the collision point, εn is the normalised transverse beam
emittance, and F is the geometric luminosity reduction factor due to the crossing angle at the interaction point (IP),
which must be smaller than 1 and is given by [50],

F =

[
1 +

(
θcσz

2σ∗
)2]− 1

2

, (2.3)

where θc is the full crossing angle at the IP, σz the RMS bunch length and σ∗ the transverse RMS beam size at the
IP (σz =

√
εnβ∗). Table 2.1 summarises the LHC parameters in Run-1 and Run-2.

Equation 2.2 shows that there are several ways to increase the luminosity; decreasing β∗ and εn, and increasing
Nb and kB. The luminosity in LHC reached 1.7 × 1034cm−2s−1 on 29th August, 2017, which is 1.7 times larger
than the designed value. Figure 2.2(a) shows the delivered luminosity to ATLAS and Figure 2.2(b) shows the
distribution of the mean number of interactions per bunch crossing. Figures 2.3 show delivered and recorded
luminosity at ATLAS and the peak instantaneous luminosity in 2015, 2016 and 2017 runs.

In 2017, LHC adopted a new beam scheme; Batch Compression Merging and Splitting [55] (BCMS), which
achieved a lower transverse beam emittance. While ramping-up the peak luminosity in the beginning of the 2017
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Figure 2.1: Schematic view of LHC and its injection chain at CERN. LHC is a circular
proton-proton collider with a circumference of 27 km. [49]

Table 2.1: Important parameters of LHC [52], [53] and [54].

Parameter Design Run-1 Run-2

2010-2012 2015 2016
2017

BCMS
2017
8b4e

Centre-of-mass energy (ECM) [TeV] 14 7-8 13 13 13 13
Bunch spacing (1/ frev) [ns] 25 50 50 25 25 (25)
Normalised transverse beam emittance (εn) [mm × mrad] 3.75 2.5 3.5 (2.5) 2.3 2.2-2.3 (1.5-2.0)
Bunch population (Nb) [1011 p] 1.15 1.0-1.5 1.1 1.1 1.3 1.25
Number of bunches per beam (kB) 2808 1380 2244 2200 2556 1868
Peak luminosity [1034cm−2 s−1] 1.0 0.77 0.51 1.38 1.7 (1.5)
Optimal β-function (β∗) [cm] 55 60 80 40 40 30
Averaged number of interactions per bunch crossing ∼23 ∼20 13.4 25.1 ∼ 40 ∼ 60
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Figure 2.2: (a) Integrated luminosity delivered to ATLAS during the high energy pp collisions.
Both Run-1 and Run-2 data are shown as a function of running time. (b) Mean number of
interactions per bunch crossing for the 2015, 2016 and 2017 pp collision data at

√
s = 13 TeV [59].

run, a problematic cell “16L2” was found; the 16L2 cell caused beam losses. To avoid the 16L2 issue, the standard
LHC beam scheme with a bunch spacing of 25 nanoseconds was replaced by a new beam scheme; “8 bunches and
4 empty buckets” (8b4e) [56]. The 8b4e beam consists of mini-trains of eight consecutive bunches spaced by 25
nanoseconds and four empty bunch slots. LHC had also started to exploit a new optics, namely the “achromatic
telescopic squeezing” (ATS) scheme [57]. which allowed us to reduce the β∗ from 40 cm to 30 cm, increasing
the luminosity1. However, higher instantaneous luminosity (∼ 2.0 × 1034cm−2s−1) is achievable with a smaller
number of bunches per beam (1868) by introducing the 8b4e scheme, hence the number of interactions per crossing
increased. Thus, we introduced a luminosity levelling, namely separation levelling [58], to keep the instantaneous
luminosity at 1.55 × 1034cm−2s−1 keeping the number of interactions per crossing at ∼ 60.

Thanks to the improved LHC performance, scientists can exploit the higher statistics, however, as shown in
Figure 2.2(b), more than 60 interactions per crossing are observed in the latter part of the 2017 run. It is challenging
to operate the detectors and the trigger system in this higher pile-up condition keeping the reconstruction efficiency
for target physics objects.

2.2 ATLAS detector

In this section, we overview the current performance of the ATLAS detector. The ATLAS detector [60] at LHC
is a general purpose detector designed for the measurements of the SM parameters (especially of the Higgs boson
and the top quark) and searches for BSM. It consists of three major types of detector systems; the inner detector
system, the calorimeter system, and the muon spectrometer. All the information from each component is used for
the object reconstruction and/or the triggering system. Figure 2.4 shows a schematic view of the ATLAS detector.

We employ the cylindrical coordinate system (r, z, φ), where the z-axis is defined along the beam pipe direction.
The rapidity y is defined as

y =
1
2

ln
E + pz

E − pz
, (2.4)

where E and pz are the energy and z-component of the momentum of a given particle. The pseudo rapidity η,
which is the massless limit of the rapidity, is defined as follows:

η = − ln
(
tan

θ

2

)
. (2.5)

1Peak luminosity 2.0 × 1034cm−2s−1 was achieved in a test run
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Figure 2.3: (a), (c) and (e) the cumulative luminosity versus time delivered to (green) and recorded
by ATLAS (yellow) during pp collisions at 13 TeV centre-of-mass energy in 2015, 2016 and 2017,
respectively. (b), (d) and (f) the peak instantaneous luminosity delivered to ATLAS during pp
collisions at

√
s = 13 TeV for each LHC fills as a function of time in 2015, 2016 and 2017,

respectively. [59]
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Figure 2.4: Schematic view of the ATLAS detector consisting of three parts of detectors; the inner
detector, the calorimeter and the muon spectrometer [60].

A schematic view of the ATLAS coordinate system is shown in Figure 2.5. The x-y plane is perpendicular to the
beam line and is referred to as the transverse plane. η is preferred rather than the polar angle because particle
production is approximately constant as a function of η in the hadron collider physics.

There are three main components of the inner detector system (ID); a high-granularity silicon pixel detector
including a newly installed innermost layer called the insertable B-layer (IBL) [61], a silicon microstrip tracker
(Semiconductor tracker, SCT) and a straw-tube tracker (Transition radiation tracker, TRT). ID is surrounded by
a superconducting solenoid magnet, which provides a 2 T magnetic field which enables ID to provide charged
particle tracking and momentum measurement in the range of |η| < 2.5. The calorimeter system consists of elec-
tromagnetic and hadronic calorimeters covering the range of |η| < 4.9. The precision electromagnetic calorimeters
are composed of liquid argon (LAr) with accordion-shaped absorbers and electrodes. The hadronic calorimeters
consist of iron plates and plastic scintillator tiles, and LAr as well. The muon spectrometer system is composed
of two types of detectors; trigger and high-precision measurement chambers, measuring deflection of muons in a
superconducting toroidal magnetic field to calculate momentum of muons. The muon trigger system is composed
of resistive plate chamber (RPC) for the barrel region (|η| < 1.05) and thin gap chamber (TGC) for the endcap
region (1.05 < |η| < 2.4). The precision chamber system covers the region |η| < 2.7 with three layers of monitored
drift tubes (MDT), complemented by cathode strip chambers (CSC) in the forward region, where the background
is highest.

2.2.1 Inner detector

A schematic view of the inner detector system is shown in Figures 2.6.

Pixel detector

The pixel detector consists of four barrel layers centred around the beam axis, and three disks on each side. The
main purpose of the pixel detector is to measure the charged particle trajectories to reconstruct primary and sec-
ondary vertices precisely, with a coverage of |η| < 2.5. The standard pixel size is 50 × 400 µm2. The position
resolution is 10 µm in the R-φ plane and 115 µm in z (R) for the central (endcap) region. We achieve this high-
resolution measurement using pulse-height information [63].
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Figure 2.5: Schematic view of the ATLAS coordinate system. We use the cylindrical coordinate
taking the z-axis along the beam pipe.The positive z region is referred to as the A-side, and the other
side is referred to as the C-side.

(a) (b)

Figure 2.6: Schematic view of (a) the inner detector system [60], with (b) a detailed layout of the
barrel region [62]. The inner detector system is composed of three detectors: high-granularity
silicon pixel detectors (Pixel) closest to the interaction point, the silicon strip semiconductor
Tracker (SCT), and the outermost detector, transition radiation tracker (TRT).
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The innermost layer, the insertable B-Layer (IBL), is located between the new thinner beam-pipe and the
second innermost Pixel layer, the B-Layer, which is the innermost layer during the LHC Run-1. As described in
Section 2.1, the peak luminosity has reached 1.7 × 1034 cm−2s−1 in the LHC Run-2, however the B-Layer was
designed to deal with 1 × 1034 cm−2s−1. To compensate the B-Layer degradation due to irreversible radiation
damage, IBL was installed in the LHC Run-2.

Silicon strip semiconductor tracker

The semi conductor tracker (SCT) is a silicon microstrip detector, and is the second part of the inner detector
covering the region of |η| < 2.5. The barrel region of SCT consists of eight strip layers, each of which is composed
of two 6.4 cm daisy-chained sensors with a strip pitch of 80 µm. In the endcap region, nine discs are installed on
each side, using two radial layers of strips each. The SCT modules are constructed from two pair of micro-strip
sensors (doublet) with a tilt angle of 40 mrad. Each of the doublet layers achieves a two-dimensional measurement.
SCT is designed such that each particle within its coverage traverses four doublet layers. The spatial resolution of
SCT is 17 µm in the R − φ plane and 580 µm in the Z (R) for the barrel (endcap) region.

Transition radiation tracker

The transition radiation tracker (TRT) is the third and outermost part of the inner detector system. The TRT hits are
used for tracking as well as for electron identification. TRT is composed of straw tubes which are 4 mm in diameter
filled with a mixture of gases 70% Xe, 26% CO2 and 3% O2. In the barrel region, the tubes are 144 cm long and
aligned parallel to the beam-pipe, thus TRT provides no information on the z-position whereas the resolution on
the (R, φ) is about 130 µm. In the endcap region, the 37 cm long straws are arranged radially in wheels.

The electron identification is performed using the transition radiation X-ray photons produced by relativistic
electrons at the boundary between the straws and the gas. The intensity of the transition radiation is proportional
to the Lorentz factor γ = E/m. Using the Lorentz factor, electrons can be identified from hadrons whose momenta
are same with the electrons; the mass of electrons can be ignored at the high energy region and thus its transition
radiation is above a characteristic threshold, on the other hand, the intensity of radiation for heavy objects like
hadrons is much lower.

2.2.2 Calorimeter

The calorimeters locate outside of the solenoid magnet. The calorimeter system, which covers the range of |η| < 4.9,
is composed of the Liquid Argon (LAr) electromagnetic calorimeter, the Tile calorimeter, the LAr hadronic end-
cap calorimeter, and the LAr forward calorimeter as shown in Figure 2.7. The calorimeter system plays a crucial
role to reconstruct the electron/photon and hadronic jets in the diboson resonance searches as well. Furthermore,
we exploit the calorimeter information to reconstruct neutrinos or BSM weakly interacting neutral particles with
the missing transverse energy ( ~Emiss

T = −Σphysics objects ~pT) in the event.

Liquid argon electromagnetic calorimeter

The electromagnetic calorimeter is composed of a barrel region (|η| < 1.475) and two end-cap parts (1.375 < |η| <
3.2), each of which is a lead-LAr sampling calorimeter with accordion-shaped absorbers and kapton electrodes.
The accordion structure covers possible azimuthal cracks and provides complete φ symmetry. The innermost layer
has the finest granularity along η so that, for example, we can distinguish individual photons from those arising
from π0 decays, examining the shower shape at its earliest stage. The total thickness is ∼22 X0, where X0 is the
radiation length; the middle layer has a thickness of 16 X0 and thus collects the bulk part of the energy. The outer
layer has a much coarser granularity. The main purpose of the outer layer is to correct the overlap of the energy
deposition in the following hadronic calorimeter.

The absorbers are made of lead plates which have a thickness of 1.53 mm for |η| < 0.8 and of 1.13 mm for
|η| < 0.8. A fine granularity pre-sampler detector, which covers the range of |η| < 1.8, corrects energy loss upstream
of the calorimeter. The structure described above is shown in Figures 2.8 and 2.9. Figure 2.8 shows the radiation
length before and inside the electromagnetic calorimeter as a function of η. Figure 2.9 shows the interaction length
in the electromagnetic and hadronic calorimeters as a function of η.
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Figure 2.7: Schematic view of the calorimeter system composed of four types of detectors: the LAr
electromagnetic calorimeter, the Tile calorimeter, the LAr hadronic end-cap calorimeter and the
forward calorimeter. [60]

The resolution of the calorimeter can be described with a following expression [64]:

σ(E)
E

=
a√
E
⊕ b

E
⊕ c , (2.6)

where a, b, and c are η-dependent parameters; a is the sampling term, b is the noise term, and c is the constant
term. The sampling term is from fluctuation related to the stochastic development of showers, and thus contributes
mostly at low energy compared to the constant term; its design value is (9-10)%/

√
E[GeV] at low |η|. At larger

η, this term is expected to be worse as the amount of material in front of the calorimeter is larger. The noise term
comes from the electronic noise of the readout chain and depends on the detector technique and on the readout
system. It is about 350×cosh η MeV for a typical cluster in the barrel region and for a mean number of interactions
per bunch crossing 〈µ〉 = 20. At larger η, this term is dominated by the pile-up noise. At higher energy, the
sampling term and the noise term become less important and the relative energy resolution tends asymptotically to
the constant term, c, which has a design value of 0.7 %. The constant term does not depend on the energy of the
particle and is originating from the dead material in the calorimeter and the non-uniformity of the calibration of
the calorimeter.

Tile calorimeter

The Tile calorimeter is a sampling calorimeter with steel and plastic scintillators (tile). It consists of a barrel region
|η| < 1.0 and two extended barrel region 0.8 < |η| < 1.7. Each of barrel and extended barrels is divided azimuthally
into 64 modules, and is segmented in radial depth into three layers as shown in Figure 2.10. Each cell has the
dimensions of ∆η × ∆φ = 0.1 × 0.1 for the first and the second layers and 0.1 × 0.2 for the third layer. Wavelength
shifting fibres and photomultiplier tubes are connected to both sides of the scintillator.

There are some special cells at the gap region between the barrel and the extended barrels, to partially recover
the missing energy in the gap region. The tile calorimeter has three calibration systems: charge injection, laser,
and 137Cs radioactive source. The photomultiplier gains and the front-end electronics are calibrated combining
the three calibration systems. The readout signals are transformed to a unipolar pulse shape and amplified. The
fractional energy resolution, which is parametrized by Equation 2.6, is measured by the pion test-beam, and the
parameters a, b are measured to be 56 and 5.5 %, respectively [60].
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Figure 2.8: Cumulative amount of materials in front of and in the electromagnetic calorimeter in
units of radiation length X0 as a function of |η| [60]. (a) the total amount of material upstream of the
calorimeter. (b)-(d) show the total amount of material in the calorimeter. (b) the detailed view of the
region between the barrel and end-cap regions. (c) and (d) show the barrel and end-cap regions,
with three layers of the electromagnetic calorimeters in the range of 0 < |η| < 2.5 or two layers in
the higher-η region 2.5 < |η| < 3.2.
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Table 2.2: Resolution parameters of the four muon sub-systems. The spacial resolution does not
include the alignment uncertainties and the time resolution does not account for the
signal-propagation and electrons contributions [60].

Chamber resolution (RMS) in
Type Function z/R φ time
MDT precision-tracking 35 µm (z) —- —-
CSC precision-tracking 40 µm (R) 5 mm 7 ns
RPC trigger 10 mm (z) 10 mm 1.5 ns
TGC trigger 2-6 mm (R) 3-7 mm 4 ns

Liquid argon hadronic end-cap calorimeter (HEC)

The hadronic end-cap calorimeter (HEC) is a copper-LAr sampling calorimeter with a flat-plate design. It covers
the end-cap region of 1.5 < |η| < 3.2. HEC consists of two wheels, each of which consists of two longitudinal
sections, thus it has four layers. Each of the HEC wheels is azimuthally segmented into 32 identical wedge-shaped
modules.

The read-out granularity of HEC is ∆η × ∆φ = 0.1 × 0.1 for the range of 1.5 < |η| < 2, 5 and 0.2 × 0.2 for
the range of 2.5 < |η| < 3.2. The energy resolution of HEC is measured in the pion test-beam as well to be
a, b = 70.6, 5.8 %, respectively. It is worse than the LAr calorimeter or TileCal because the energy deposited has
greater fluctuations due both to the effect of the electromagnetic component of the jet and to the presence of energy
that cannot be detected as excitation, fission energy or as energy lost by neutrino emission.

Forward calorimeter (FCal)

The Forward calorimeter (FCal) consists of three modules: the absorber in the first module is made of copper and
is focused on electromagnetic measurements. In the other two modules, the absorber is made of tungsten. The gap
between absorbers as an active medium of LAr is thin (0.25 mm) to minimise the effect of the radiation damage
and to achieve fast readout. FCal has clear benefits in terms of resolution on the missing transverse energy and
efficient tagging of forward jets, which are keys for the vector-boson fusion and vector-boson scattering processes.
It needs to sustain a higher dose of radiation and to be operated in a higher rate environment in the forward region
(3.1 < |η| < 4.9).

2.2.3 Muon spectrometer

The muon spectrometer forms the outermost part of the ATLAS detector in the region of |η| < 2.7. It is composed
of two types of detectors: the trigger chambers and the precision-tracking chambers. A cross-section of the muon
spectrometer is shown in Figure 2.11 and the spacial and timing resolutions of the four muon sub-detectors are
summarised in Table 2.2.

The measurement of muon momentum is based on the curvature of the trajectories by the superconducting
toroid magnets. Figure 2.12 shows the schematic view of the ATLAS magnet system. The toroidal magnetic field
is generated by the barrel and end-cap toroid magnet systems. The cylindrical volume surrounding the calorimeters
and the end-cap toroid magnets is immersed in the magnetic field of the barrel toroid magnet, which consists of
eight superconducting coils. The coils are assembled in 8-fold symmetry in φ, and the overall size of the barrel
toroid magnet system is 25 m in length, with the inner and outer diameters of 9.4 and 20 m, respectively. Each of
end-cap toroid magnets is composed of a cold mass, which are mounted in a cryostat. The performance in terms of
bending power is characterised by the field integral

∫
Bdl, where B is the field strength perpendicular to the muon

direction. The integral is computed along an infinite-momentum muon trajectory between the innermost and the
outermost muon-chamber planes.



Chapter 2. LHC and the ATLAS detector 22

2 4 6 8 10 12 14 16 18 20

2

4

6

8

10

12 m

0

Large (odd numbered) sectors 

BIL

BML

BOL

EEL

EML EOL

EIL

CSC

1 2 3 4 5 6

1

2

3

4

5

6

EIL4

0

1 2 3 4 5 6

1 2 3 4 5 6

TGCs

1

2

3

4

5

1

2

3

End-cap

magnet

RPCs

y

z

1

2

TGCs

End-cap 

toroid η=2.7

η=2.4

η=1.3

η=1.0

CSC

Figure 2.11: Cross-section of the Muon spectrometer. The muon spectrometer is composed of the
two types of detectors: the muon trigger chambers (RPC for the Barrel region and TGC for the
Endcap region) and the muon precision-tracking chambers (MDT and CSC) [60]. The blue (green)
boxes indicate the Endcap (Barrel) MDTs. CSC is very close to the beam line, thus the rate of
particles going through the chambers is high.

(a)

⑤❤⑤

✵ ✵�✁ ✶ ✶�✁ ✷ ✷�✁

✥
✂

×

❇
✄
☎

✆✝

✲✷

✵

✷

✹

✻

✽

✞✟✠✠✡☛ ✠✡☞✌✍✎
✠✡☞✌✍✎

❊✎✏✲✑✟✒

✝
❚✓
✔
✕
✖✗
✖✘
✔
❚✙
✚
✖✘
✔

(b)

Figure 2.12: (a) Schematic view of the magnet system, which consists of a solenoid magnet and
toroidal magnet systems. The toroid magnet has 8-fold symmetry in φ. (b) The predicted filed
integral in one toroid octant as a function of |η|. The toroidal magentic field is divided into two
regions: the barrel and the end-cap regions. The field strength is not enough in the intermediate
region of the barrel and endcap (η ∼ 1.4 for φ = 0, η ∼ 1.6 for φ = π/m) to measure pT of the
muons precisely [60].
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TGC_I

Figure 2.13: Schematic view of the muon trigger system. RPC2 and TGC3 are the reference (pivot)
planes (i.e. define trigger positions) for barrel and end-cap regions, respectively [60]. TGC2 and
TGC3 defined in Figure 2.13 cover the range of 1.05 < |η| < 2.4, while TGC1 covers the range of
1.05 < |η| < 2.7.
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Muon trigger chambers

Resistive Plate Chamber (RPC)
The muon trigger detector in the barrel region consists of three stations of RPC; from inside to outside
RPC1, RPC2, and RPC3, as shown in Figure 2.11 and 2.13. Each RPC station consists of two active
layers measuring η and φ. RPC is operated in the avalanche mode, and the signal read-out is performed
by strips mounted on the outer faces of the resistive plates. To achieve two-dimensional measurement
of (η, φ), two sets of strips are assembled orthogonally each other.

Thin Gap Cahmber (TGC)
The TGC is composed of multi-wire proportional chambers (MWPCs) covering the end-cap region
(1.05 < |η| < 2.7, or 1.05 < |η| < 2.4) for triggering. It is composed of four stations, TGC_I,
TGC1, TGC2, and TGC3, as shown in Figure 2.13. TGC_I, TGC2, and TGC3 consists of two active
layers (Doublet), while TGC1 consists of three active layers (Triplet). Each of the layers performs
two-dimensional measurement (η, φ) and the redundancy of the track measurements in the layers are
used not only to reduce the background contributions or noise hits, but also to mitigate the effects of
chamber inefficiency. Thus coincidence with two layers out of three layers and three layers out of four
layers coincidence are required in the M1 and M2, M3 stations, respectively. The signal of the TGC_I
station is used to require an additional hit to mitigate background events.

Muon precision-tracking chambers

Monitored Drift Tube (MDT)
The precision momentum measurement is performed by the Monitored Drift Tube chambers (MDT).
All the MDT chambers consist of two groups of tube layers, called multi-layers, separated by a me-
chanical spacer. In the innermost station, each multi-layer consists of four tube layers to achieve a
better pattern-recognition performance, while in the middle and the outer station, each multi-layer
consists of three tube layers. The height of the mechanical spacers depends on the chamber type,
varying from 6.5 mm to 317 mm.

Each drift tube is composed of a 50 µm anode wire at the centre of a cathode tube with a diameter of
30 mm. The gas component inside the tube is a mixture of 93 % Ar, 7 % CO2 and less than 1000 ppm
H2O, where small mixture of water improves high-voltage stability.

The average spatial resolution (z in the barrel region and R in the end-cap region) of individual drift
tubes is 80 µm. The position accuracy of the sense wires in a chamber is 20 µm. This results in a
chamber spatial resolution of 35 µm.

Cathode Strip Chamber (CSC)
The particle flux is highest in the forward region (2.0 < |η| < 2.7) thus CSCs, which consists of
MWPCs with cathode planes segmented into strips in orthogonal directions, are used in the innermost
layer for the range of 2.0 < |η| < 2.7. The CSC chambers have higher rate capability and a timing
resolution of 7 ns. Each CSC chamber consists of four wire planes with much finer granularity com-
pared to MDT. The anode wires have a diameter of 30 µm and are made of gold-plated tungsten with
3% rhenium. The position resolution of CSC is 65 µm at 1 kHz/cm2 in the bending plane and about 5
mm in the transverse plane.

2.2.4 Trigger and data acquisition system

At the interaction point, proton bunches collide at a rate of 40 MHz during stable runs of LHC. The trigger and
data acquisition (TDAQ) system takes an important role to decide whether to record an collision event for further
processes. Figure 2.14 shows a schematic view of the TDAQ system. The TDAQ system is composed of two types
of triggers: hardware-based first-level trigger (Level-1 trigger) and software-based high-level trigger (HLT).

The Level-1 trigger needs to reduce the rate of events to 100 kHz within a latency of Level-1 Calo/Muon:
2.2/∼2.0 µs [66], [67]. To achieve this high-speed event processing, the Level-1 trigger exploits the coarse gran-
ularity information from electromagnetic and the hadronic calorimeters (Level-1 Calo) as well as the dedicated
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Figure 1: The ATLAS TDAQ system in Run 2 with emphasis on the components relevant for triggering. L1Topo
and FTK were being commissioned during 2015 and not used for the results shown here.

has decreased from 50 to 25 ns. Due to the larger transverse beam size at the interaction point (�⇤ =
80 cm compared to 60 cm in 2012) and a lower bunch population (1.15 ⇥ 1011 instead of 1.6 ⇥ 1011

protons per bunch) the peak luminosity reached in 2015 (5.0 ⇥ 1033 cm�2 s�1) was lower than in Run 1
(7.7 ⇥ 1033 cm�2 s�1). However, due to the increase in energy, trigger rates are on average 2.0 to 2.5
times larger for the same luminosity and with the same trigger criteria (individual trigger rates, e.g. jets,
can have even larger increases). The decrease in bunch-spacing also increases certain trigger rates (e.g.
muons) due to additional interactions from neighbouring bunch-crossings (out-of-time pile-up). In order
to prepare for the expected higher rates in Run 2, several upgrades and additions were implemented during
LS1. The main changes relevant to the trigger system are briefly described below.

In the L1 Central Trigger, a new topological trigger (L1Topo) consisting of two FPGA-based (Field-
Programmable Gate Arrays) processor modules was added. The modules are identical hardware-wise and
each is programmed to perform selections based on geometric or kinematic association between trigger
objects received from the L1Calo or L1Muon systems. This includes the refined calculation of global
event quantities such as missing transverse momentum (with magnitude Emiss

T ). The system was fully
installed and commissioned during 2016, i.e. it was not used for the data described in this paper. Details
of the hardware implementation can be found in Ref. [17]. The Muon-to-CTP interface (MUCPTI) and
the CTP were upgraded to provide inputs to and receive inputs from L1Topo, respectively. In order to
better address sub-detector specific requirements, the CTP now supports up to four independent complex
dead-time settings operating simultaneously. In addition, the number of L1 trigger selections (512) and

5

100 kHz

2 kHz

Figure 2.14: Schematic view of the TDAQ system composed of a hardware-based Level-1 trigger
and a software-based High Level Trigger [65]. L1Topo is being commissioned and not used for the
results in this thesis.
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muon trigger chambers (Level-1 Muon: RPC and TGC). The level-1 trigger decision is formed by the Central
Trigger Processor (CTP) combining the Level-1 Calo and Level-1 Muon information. In the Level-1 Calo trigger,
electrons, photons, jets and tau leptons with high transverse-energy (ET) as well as the high missing ET candidates
are selected. The Level-1 Muon trigger input data from RPC and TGC is fed into the Muon-to-CTP Interface
(MUCTPI) [68] to evaluate the total multiplicity of high-pT level-1 muon candidates. There are six programmable
pT thresholds for the muon candidates and the overlaps across sectors are resolved in the MUCTPI.

The CTP distributes Level-1 Accept (L1A) signal and LHC timing signals to the readout systems of the sub-
detector. Upon receiving the L1A signal, (η, φ)-coordinates in the detector for each trigger object (the Region-
of-Interests, RoIs) are sent to the HLT system. CTP also has a functionality to apply two types of preventive
dead-time: ‘simple’ and ‘complex’. The simple dead-time restricts the minimum bunch crossings between two
consecutive L1A to avoid overlapping of the readout windows. The complex dead-time adopts a leaky bucket
model to avoid the front-end buffers from overflowing; the number of L1A is restricted to ‘X’ in a given number
of ‘L’ bunch-crossings.

The HLT system defines a final on-line event-selection and is allowed to reconstruct physics objects around
RoIs or the event for the full detector. By the regional or full event-reconstruction, more precise trigger selection
can be formed in HLT than in the Level-1 trigger. After events are accepted in HLT, all the trigger and the detector
information is dumped into a local storage at the experimental site and transferred to the CERN computing centre
for off-line reconstruction.
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Chapter 3

Data and Monte Carlo simulation

In order to search for the BSM resonances, we compare data collected by the ATLAS detector with Monte Carlo
simulation samples including the Standard Model background samples as well as the BSM signals. In this chapter,
the dataset and the Monte Carlo simulation samples used for this analysis are presented.

3.1 ATLAS pp collisions data

The full pp collisions data collected in 2015-2016 at the centre-of-mass energy of 13 TeV are used in this analysis,
corresponding to an integrated luminosity of 36.1 fb−1. During the 2015 run, LHC increased the number of proton
bunches step-by-step, and reached a peak luminosity of 5.0 × 1033 cm−2s−1, although this peak luminosity is still
below the maximum value of LHC Run-1 (7.7×1033 cm−2s−1). In 2016, the peak luminosity exceeded the designed
value of 1.0 × 1034 cm−2s−1 by early summer, and reached up to 1.4 × 1034 cm−2s−1. The integrated luminosity
recorded in the 2015 (2016) pp runs is 3.9 (35.6) fb−1, with an average number of interactions per bunch crossing
of about 13.4 (25.1).

The data taking efficiency, which is calculated as the ratio between the recorded luminosity and the total
delivered luminosity, is 92.9 % and 92.5 % in the 2015 and the 2016 run, respectively. In order to guarantee
the data quality (DQ), it is required that all the sub-detectors are working stably [69] and the LHC beams are
stable during the data-taking period. The DQ efficiency, which is defined as luminosity weighted relative detector
up-time and good data quality efficiencies, for the 2015 and the 2016 datasets is shown in Table 3.1. The individual
efficiency for each of the subsystems is generally better than 99 %, with the exception of the toroid magnet system,
which experienced multiple failures, and the Pixel detector in the 2015 dataset, where the IBL was turned off for
two runs. In consequence, the total data-taking efficiency for the 2015 and the 2016 datasets is 87.1 % and 95 %,
respectively.

3.1.1 Luminosity measurement

The time-integrated luminosity, which represents the amount of data, is calculated from the instantaneous luminos-
ity L. The instantaneous luminosity is calculated from a bunch luminosity Lb which is evaluated by a measurement

Table 3.1: Data quality efficiency for the ATLAS pp collision runs in 2015 and 2016 [70]. For each
of the detector components, luminosity weighted relative detector up-time and good data quality
efficiencies are provided. The efficiencies are calculated for the pp collision runs during the stable
beam with 25 ns bunch spacing at

√
s = 13TeV. As the 2015 dataset, we use the runs between

August and November 2015 corresponding to an integrated luminosity of 3.7 fb−1; as the 2016
dataset, we use the runs between April and October 2016 corresponding to an integrated luminosity
of 35.9 fb−1. The total efficiency is calculated requiring that all the detector components work
without any errors. For the 2015 run, the lower DQ efficiency in the Pixel detector is due to the IBL
being turned off for two runs. In the 2016 run, the toroid magnet was off for some runs, leading a
loss of the efficiency.

Year Inner Detectors Calorimeters Muon Spectrometer Magnets Trigger Total
Pixel SCT TRT LAr Tile MDT RPC CSC TGC Solenoid Toroid L1

2015 93.5 99.4 98.3 99.4 100 100 100 100 100 100 97.8 87.1
2016 98.9 99.9 99.7 99.3 98.9 99.8 99.8 99.9 99.9 99.9 97.2 98.3 93-95
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Table 3.2: Summary of Monte Carlo simulation samples both for the BSM signals and the SM
backgrounds.

Signal/Background Sample Generator PDF
Heavy neutral Higgs boson Powheg+Pythia CT10 + CTEQ6L1

Signal Heavy Vector Triplets MadGraph+Pythia NNPDF23_lo
KK graviton MadGraph+Pythia NNPDF23_lo
W → `ν+jets Sherpa NNPDF30_nnlo
W → `ν+jets, alternative MadGraph+Pythia NNPDF23_lo
Z → ``+jets Sherpa NNPDF30_nnlo
Z → ``+jets, alternative MadGraph+Pythia NNPDF23_lo

Background tt̄ Powheg+Pythia CT10
tt̄, alternative 1 Powheg+Herwig++ CT10
tt̄, alternative 2 MadGraph CT10
Single top Powheg+Pythia CT10
Dibosons Powheg+Pythia CT10NLO+CTEQ6L1

of the cross section (σinel) and event rate of the inelastic scattering ( Rinel) of the pp collision:

Lb =
Rinel

σinel
=
µ frev

σinel
, (3.1)

where µ is the number of inelastic interactions in the bunch crossing, and frev is the bunch revolution frequency. The
total instantaneous luminosity is given taking the sum of Lb over the number of bunches colliding at the interaction
point nb [71]:

L = nb 〈Lb〉 = nb
〈µ〉 frev

σinel
, (3.2)

where 〈Lb〉 is the mean bunch luminosity and 〈µ〉 is the bunch-averaged pile-up parameter, which is measured
with a dedicated detector at the forward region. nb and frev are given from the LHC operational information. The
measured pile-up parameters and the measured cross section are corrected with the efficiency of the detector. The
luminosity measurement is calibrated to the inelastic cross section (assumed to be σinel = 80 mb for 13 TeV [59])
using beam-separation scans, also known as the van der Meer method [72]. In this method, the effective transverse
beam size is measured by performing scans in separation. As a result, we obtain the curve of the interaction rate
versus the separation. The uncertainty on the integrated luminosity for the 2015+2016 dataset is 3.2%.

3.2 Monte Carlo simulation

The simulated data of signals and backgrounds are used to optimise the event selection and to estimate the SM
background contributions. The Monte Carlo (MC) simulation samples used in this analysis are summarised in Ta-
ble. 3.2. In order to reproduce the distribution of the number of interactions per bunch crossing in the data, the MC
samples are reweighted by overlaying additional pp collisions generated with Pythia 8.186 [73] on the samples.
The accuracy of the average correction factor due to pileup reweighting is found to be ±3%. The produced samples
are processed through the full ATLAS detector simulation based on Geant4, which is explained in Subsection
3.2.5.

3.2.1 Parton Distribution Function

In LHC, the inelastic pp collision is regarded as point-like interaction between partons. The parton distribution
function (PDF) plays an important role to calculate the cross section of the pp collision as it gives the probability of
finding a parton in the proton with flavour i (i denotes quarks or gluon) carrying a fraction x of the proton momen-
tum Q (p = xQ, where p is the parton momentum, here x is called “Bjorken scale”). Cross section of a hard process
of any hadronic final states in the pp collisions σpp→X is factorised into the hard part (σ̂pp→X(x1, x2, µ

2,Q2)) and
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Figure 1: MMHT2014 NNLO PDFs at Q2 = 10 GeV2 and Q2 = 104 GeV2, with associated 68%
confidence-level uncertainty bands. The corresponding plot of NLO PDFs is shown in Fig. 20.

2 Changes in the theoretical procedures

In this Section, we list the changes in our theoretical description of the data, from that used

in the MSTW analysis [1]. We also glance ahead to mention some of the main e↵ects on the

resulting PDFs.

2.1 Input distributions

As is clear from the discussion in the Introduction, one improvement is to use parameterisations

for the input distributions based on Chebyshev polynomials. Following the detailed study in

[11], we take for most PDFs a parameterisation of the form

xf(x, Q2
0) = A(1 � x)⌘x�

 
1 +

nX

i=1

aiT
Ch
i (y(x))

!
, (1)

where Q2
0 = 1 GeV2 is the input scale, and TCh

i (y) are Chebyshev polynomials in y, with

y = 1 � 2xk where we take k = 0.5 and n = 4. The global fit determines the values of the

set of parameters A, �, ⌘, ai for each PDF, namely for f = uV , dV , S, s+, where S is the

light-quark sea distribution

S ⌘ 2(ū + d̄) + s + s̄. (2)

For s+ ⌘ s + s̄ we set �+ = �S. As argued in [1] the sea quarks at very low x are governed

almost entirely by perturbative evolution, which is flavour independent, and any di↵erence in

6

Figure 3.1: MMHT2014 NNLO PDFs at Q2 = 10 GeV2 (left) and Q2 = 104 GeV2 (right) with
associated 68 % confidence-level uncertainty bands [75]. The blue and green lines show the
distributions for u and d quarks, which make peaks at the high x region. In the low x region, the
contributions from gluon and the sea quarks are dominant. The gluon distribution is shown with a
scale factor of 1/10.

normalisation from PDFs:

σpp→X =
∑

i, j

∫
dx1dx2 fi(x1, µ

2) f j(x2, µ
2) × σ̂pp→X(x1, x2, µ

2,Q2) , (3.3)

where fi is a PDF (i denotes its flavour). The sum is calculated over all contributing parton sub-processes pp→ X
contained in the perturbatively calculable cross sections in QCD σ̂pp→X [74]. The factorisation scale, which is
thought as a scale that separates the long- and short-distance physics, and the renormalization scale for the running
QCD coupling is usually assumed to be a same value (µ) at the momentum scale of the hard-scattering process.

PDFs can not (yet) be predicted by first principles with non-perturbative QCD calculation. The perturbative
QCD, however, accurately predicts the evolution of PDFs in Q2. Thus, it is necessary to use experimental measure-
ments to determine probability of the initial state: the PDFs f (x,Q2

0) at a given starting scale of the order Q2
0 ∼ 1

GeV2.
Many fixed target and collision experiments provided data for PDF and global fit results to the data. Figure

3.1 shows the next-to-next-to-leading order (NNLO) perturbative QCD calculation of the x f (x,Q2) by the MMHT
collaboration [75] as a function of x at two benchmark Q2 values. There are peaks at the higher x region for the
valence quarks (u, d), whereas the gluons and the sea quarks are dominant at the small x region. This feature is
remarkably shown at the high Q2 region, which is the main phase space at LHC ((100GeV)2). In the following
sections, we explain the PDF sets for the MC samples used in the analysis.

3.2.2 Event generators

We use multiple MC generators in this thesis. In this subsection, the generators used in this thesis are summarised
with a brief description.

Pythia
Pythia is a general-purpose generator. This is one of the most common generators for physics analyses at LHC.
The version 6 of Pythia [76] is written based on Fortran 77 while the version 8 [73] is completely rewritten by
C++. In this thesis, we use both versions; the version 8 provides a modern description of the physics, the version
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6 is well tested. Pythia generates hard processes at the leading-order (LO)1 up to the parton shower, hadronisation,
underlying event calculation, and particle decays. In this thesis, we interface Pythia to the other event generators
to calculate hard processes at higher orders.

Powheg
Powheg [77] calculate hard processes at the next-to-leading-order (NLO) while it is not able to simulate the whole
chain from calculating hard processes to the particle decays. In this thesis, this generator is interfaced with Pythia
and Herwig++ to perform the modelling of the parton showers, hadronisation, modelling of the underlying event,
and particle decays.

Sherpa
Sherpa [78] is a general-purpose generator, capable of simulating the processes in lepton-lepton, lepton-hadron,
and hadron-hadron collisions as well as photon induced processes. This generator is also possible to calculate the
matrix elements at NLO.

Herwig++
Herwig++ [79] is also a general-purpose generator. This generator calculates hard processes at LO and simu-
lates decays with full spin correlations. This generator also provides a precise description of hadronic decays,
particularly for bottom hadrons and τ leptons.

MadGraph
MadGraph [80] automatically generates the amplitudes for all the relevant sub-processes, and provides a stand-
alone code to calculate cross sections. We use Pythia as a alternative sample to calculate the background modelling
uncertainties. This generator is also used interfaced to Herwig++ and Pythia to perform the modelling of the parton
showers, hadronisation, modelling of the underlying event, and particle decays.

3.2.3 Standard Model backgrounds

The dominant SM background for the di-boson resonance signal comes from events with a leptonically decaying
W boson produced in association with jets (W → `ν+jets). The SM background including the production of top
quarks (tt̄ or single top-quark), multijets, dibosons, and Z → ``+jets are also considered.

Sherpa v2.2.1 [78] with the NNPDF30_nnlo [81] PDF set is used for the events containing leptonically de-
caying W or Z bosons with associated jets. In the Sherpa samples, multi-parton matrix elements are calculated
for up to 2 partons at NLO and 4 partons at LO using a matrix element generator, namely Comix [82], and Open-
Loops [83], by which we calculate scattering amplitudes at one loop, and merged with the parton shower in Sherpa
for bulk production [84] using the ME+PS@NLO prescription [85]. The W/Z+jets samples are sliced to several
ranges with max {hT, pT(V)} and the number of b and c quarks in the final state; here, hT is the scalar sum of pT
of jets in the event and pT(V) is the transverse momentum of the W/Z boson. To estimate systematic uncertainties
related to the V+jets processes, alternative samples are produced using MadGraph5_aMC@NLO 2.2.2 [80] with
an interface to the Pythia 8.186 parton shower model, and the A14 tune together with the NNPDF23_lo PDF [86].

For the generation of tt̄ and single top-quarks, the Powheg-Box v2 generator [77] with the CT10 PDF sets
in the matrix element calculations is used. In all these processes, top-quark spin correlations are preserved, and
the top mass is set to be 172.5 GeV. The parton shower, fragmentation and the underlying event are simulated
using Pythia 6.428 [76] with the CTEQ6L1 [87] PDF sets and the corresponding Perugia 2012 tune (P2012) [88].
The renormalisation and factorisation scales are set as: µ = 4(m2

b + pT (b)2)1/2 for t-channel; where b denotes the
spectator b-quark, µ = mt for s-channel and Wt channel, and µ = (m2

t + pT (t)2)1/2 for tt̄. Systematic uncertainties
associated with parton showering and hadronization are evaluated using alternative Powheg-Box samples with
an interface to Herwig++ 2.7.1 [79] using the UEEE5 underlying event tune [89]. A background modelling
uncertainty is computed using different samples produced with MadGraph5_aMC@NLO 2.2.2 [80] with the CT10
PDF.

The diboson productions (WW,WZ, and ZZ) with one of the bosons decaying hadronically and the other lep-
tonically are simulated using the Sherpa 2.2.1 generator with the CT10 PDF set. Additional diboson events using
the Powheg-Box generator, with an interface to the Pythia 8.186 parton shower model, are generated for estimating

1Leading-order(LO): tree level, Next-to-leading-order (NLO): up to one-loop level, and Next-to-next-to-leading-order (NNLO): up to
two-loop level
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systematic uncertainties. The CT10NLO set is used for the PDF of the hard-scatter process and the CTEQ6L1 PDF
is used for the parton shower.

The cross sections of all the background processes are computed at the next-to-next-leading order (NNLO) in
QCD [90–94], except for the diboson samples for which the generator cross sections at NLO are used. The EvtGen
v1.2.0 program [95] is used for simulating the bottom- and charm-hadron decays, except for samples generated by
Sherpa for which multi-parton matrix elements are calculated using Comix and OpenLoops.

3.2.4 Signals

Signal samples for the heavy neutral Higgs boson are generated for spin-0 interpretation with the Narrow Width
Approximation (NWA) using Powheg-Box v1 [77, 96] with NLO gg_H [97] and VBF_H [98] modules and the
CT10 PDF set [99]. The Powheg-Box event generator is interfaced to Pythia 8.186 [73] for parton showering,
hadronisation, and underlying event using the AZNLO set [100] and the CTEQ6L1 PDF [87]. Possible effects
from an interference between the SM diboson backgrounds and the low-mass Higgs boson at mH =125 GeV are
negligible. This benchmark is used for a feasibility study of searches for extended Higgs sectors. WW resonance
signals with masses ranging from 300 GeV to 3000 GeV are produced via either the gluon-gluon fusion and vector-
boson fusion processes separately [101, 102].

The Heavy Vector Triplet (HVT) benchmark signals, Z′ → WW and W′ → WZ [28, 29], are generated mainly
via qq̄ annihilation for spin-1 interpretation. The HVT signals introduce a phenomenological Lagrangian in which
the couplings of a triplet vector boson with the SM fields are parametrized. The coupling between the new triplet
and the SM fermions is given by the combination of parameters g2cF/gV , where g is the SM SU(2)L gauge coupling,
cF is a multiplicative factor that modifies the coupling to fermions, and gV represents the coupling strength of the
known W and Z bosons to the new vector bosons. The coupling between the Higgs boson and the new triplet
is given by the combination gVcH where cH is a multiplicative factor that modifies the coupling to the Higgs
boson. Two different benchmark signal models are considered in this thesis, namely ‘model-A’ and ‘model-B’
corresponding to gV = 1 and gV = 3, respectively. The HVT model-A is typical as an extended gauge model [103]
with the heavy vectors having comparable branching ratios into fermions and gauge bosons. The HVT model-B
is representative of composite Higgs models, where the fermionic couplings are suppressed [104–106]. In both
scenarios, the width of the decay is narrower than the detector resolution. The VBF production can be enhanced
if the coupling to the fermions is suppressed for some reason, thus the HVT VBF samples are generated with the
coupling to fermions set to be zero, and the couplings to the gauge bosons similar to those of the HVT model-
A. The signal samples are produced in a mass range from 300 GeV to 5000 GeV using MadGraph5_aMC@NLO
2.2.2 [80] interfaced to Pythia 8.186 with the NNPDF23_lo [86] PDF and the A14 tune [107] for the underlying
event.

The KK graviton decaying to WW is produced via the ggF process with the mass range from 300 GeV to 5000
GeV using MadGraph5_aMC@NLO with a model given in Reference [108]. GKK is the first Kaluza–Klein mode
[109] of a spin-2 graviton in a warped extra dimension with a curvature parameter k and a dimensionless coupling
constant k/M̄Pl ∼ O(1), where M̄Pl is the effective four-dimensional Planck scale (M̄Pl = 2.4 × 1018 GeV). We
interpret results with two bulk RS GKK: with M̄Pl = 1.0, and with M̄Pl = 0.5, to compare from the ones of the CMS
collaboration. The signal samples with M̄Pl = 0.5 are reproduced from the signal samples with M̄Pl = 1.0 taking
into account the different widths between M̄Pl = 1.0 and M̄Pl = 0.5. However, the integrated luminosity of the
dataset is not large enough to evaluate an upper-limit of the cross-section for this resonance. Table. 3.3 summarises
the width of the resonances and the cross-sections and branching ratios for HVT and the KK graviton.

3.2.5 Detector simulation

After the event generation, each particle is propagated through the full ATLAS detector simulation by Geant4 [110,
111]. Geant4 provides packages to calculate the trajectory of particles in the detector geometry. The simulation
results are compressed to store what is necessary for physics analyses and detector-performance studies. The
same online trigger algorithms used for the data acquisition in ATLAS runs on the simulation samples. After the
digitisation of the hits in the detectors according to the detector responses, the output of the simulation is finally
transferred into the identical format with the data recorded in ATLAS. Thus, both the MC and real data samples
can be analysed with same software packages.
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Table 3.3: The resonance width (Γ) and the cross-section times branching ratio (σ × BR) for
diboson final states, for different values of the pole mass m for a representative benchmark for
spin-1 and spin-2 cases. The table shows the predictions by model-B of the HVT parameterization
(gV = 3) and by the KK graviton model (k/M̄Pl = 1).

HVT W′ and Z′ GKK
m Γ σ × BR(Z′ → WW) σ × BR(W′ → WZ) Γ σ × BR(GKK → WW)

[TeV] [GeV] [fb] [fb] [GeV] [fb]
0.8 32 354 682 46 301
1.6 51 38.5 79.3 96 4.4
2.4 74 4.87 10.6 148 0.28
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Chapter 4

Event reconstruction and particle
identification
In this chapter, we summarise the procedures and methodologies employed for the reconstruction and identification
of the physical objects; vertex, track, electron, photon, muon, jet, and the missing transverse momentum (Emiss

T ).
For each of the objects, performance for momentum/energy measurements will be provided.

4.1 Track and vertex reconstruction
The most general requirement on an signal event is to have a ‘primary vertex’, defined as a vertex with two or more
associated charged-particle trajectories (tracks) carrying the largest sum of the squared transverse momentum of
all the tracks associated to the vertex. Tracks are reconstructed with the hits in the inner detector and used in the
electron, muon, and jet reconstruction algorithms. The kinematic variables used in analyses are calculated with
respect to the primary vertex, thus efficient reconstruction of the primary vertices is essential for determining the
full kinematic properties of a hard-scattering interaction and of soft interactions as a measure of amount of the
pile-up.

4.1.1 Track reconstruction
The ATLAS track reconstruction algorithm [112] begins with assembling clusters from the raw Pixel and SCT
hits where the deposited energy yields a charge above threshold. Figure 4.1 shows a schematic view of the track
reconstruction. We create three-dimensional measurements referred to as ‘space-points’, which represent the points
where the tracks traversed in the active material of the inner detector from these clusters, then we reconstruct a
‘track seed’ using all the possible combinations of three space-points. The quality of tracks significantly depends
on the purity, or fraction of seeds, which varies depending on which sub-detectors record the space-points used in
the seed. Thus, we consider ‘seed types’ categorised into three; SCT-only seeds, pixel-only, and mixed-detector
seeds, from higher quality to the lower quality, representing the order of purity. Quality is further improved by
associating one additional space-point that is compatible with the trajectory. We use a combinatorial Kalman filter
[113] to reconstruct track candidates from the track seeds by associating additional space-points from the remaining
layers of the pixel and SCT detectors. If there are more than one compatible space-points on the same layer, the
filter creates multiple track candidates.

We calculate a ‘score’ for each of the track candidates, then tracks with bad score are rejected from the can-
didates. The score is increased when clusters are assigned to a track and is decreased when the track intersects a
detector hole. The track candidates are rejected if they fail to meet any of the following basic quality criterion:
• pT > 400 MeV,
• |η| < 2.5,
• At least of 7 pixel and SCT clusters (12 are expected),
• One shared pixel cluster or at most two shared SCT clusters on the same layer,
• Not more than two holes in the pixel and SCT detectors,
• Not more than one hole in the pixel detector, here a hole is defined as a missing measurement when it is

expected given the predicted tracks,
• dBL

0
1< 2.0 mm,

• |zBL
0

2sin θ < 3.0| mm,

1The transverse impact parameter calculated with respect to the measured beam-line position. Schematically illustrated in Figure 4.5(a)
2The longitudinal difference along the beam line between the point where dBL

0 is measured and the primary vertex, and θ is the polar
angle of the track. Schematically illustrated in Figure 4.5(b)
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Figure 4.1: Schematic view of the track reconstruction. Definitions of space-points and track seeds
are described in the main body of this section.

For the track candidates which pass the quality tests, we perform a fit using all the available track information,
then the tracks in the result of the fitting are added to the final track collection. We perform this track fit in the final
stage, thereby we minimise the number of times to call the fitter.

The plots in Figure 4.2 show the track reconstruction efficiency as a function of particle pT and production
radius. The production radius is defined as the radial distance between the decay vertex of the parent particle and
the beam axis. A small inefficiency at the low initial particle’s pT region is due to inelastic interactions, such as
hadronic interactions. The efficiency decreases due to the increasingly collimated decay products at high initial
particle’s pT. When the separation between highly collimated charged particles is comparable to the granularity
of the inner sector, we can fail to reconstruct the tracks. At the higher production radius region, the efficiency
also decreases because the charged particles arrive at each active layer with less separation. It is important to
optimise the track quality cuts for each signature (electrons, muons, or hadrons) with the signal efficiency and fake
probability. The track quality conditions for electrons and muons are explained in the following sections.

4.1.2 Vertex reconstruction

We reconstruct the vertices using the reconstructed tracks. The tracks must satisfy the following selections to be
used in the vertex reconstruction [114]:

• pT > 400 MeV and |η| < 2.5 ,
• Number of hits in Pixel and SCT ≥ 9(11), |η| < 1.65 (|η| > 1.65) .
• At least one hit in the first two pixel layers,
• A maximum of 1 shared module (1 shared pixel hit or 2 shared SCT hits),
• No detector hole in Pixel, less than two holes in SCT.

Using the tracks which satisfy the selection criteria, vertices are reconstructed in the following steps, which are
also illustrated in Figure 4.3 [114]:
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Figure 4.2: Single-track reconstruction efficiency as (a) a function of the initial particle’s pT for ρ,
three- and five-prong τ and a B0 which decays before the IBL, and (b) versus the production radius
(defined in the main body of this section) for the decay products of a three- and five-prong τ as well
as a B0, where no requirement imposed on the production radius of stable charged particles. [112]

Track selection (1)

Seed-finding (2)

Track assignment (3)

Vertex fitting (4, 5)

Finished (6)

No seed

No tracks

Iterate

Figure 4.3: Vertex reconstruction flow. The number in a pair of parentheses represents the step
number.
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1. A set of tracks passing the vertex selection criteria is collected.
2. The first vertex position is selected as a ‘seed position’. The transverse position of the seed is taken at the

centre of the beam line; the vertical position is estimated from tracks, considering the track points of closest
approach to the beam spot.

3. Tracks compatible with the seed are collected for fitting.
4. The tracks and the seed are used to fit the best vertex position; we perform a χ2 minimisation fit iteratively to

find the optimal vertex position, using the seed position as the initial point and kinematics of reconstructed
tracks as input parameters. We assign a weight to each track reflecting its compatibility with the vertex
estimate.

5. After the vertex position is determined, tracks that are incompatible with the vertex are removed from the
correspondence list and allowed to be used to determine another vertex. The vertices are required to have at
least two associated tracks.

6. The procedure 2-5 is repeated until no unassociated tracks are left in the event or no additional vertex can be
found in the remaining tracks.

The output of the vertex reconstruction is a set of three dimensional vertex positions.The vertex with the largest
scalar sum of associated track pT is chosen as the primary vertex for the hard scattering.

The vertex reconstruction efficiency is measured in data as a function of number of tracks associated to a
vertex using a low-pileup (µ < 0.01) dataset. The efficiency is evaluated by taking the ratio of the number of
events between the cases with a reconstructed vertex as numerator and with at least two reconstructed tracks as
denominator. The reconstruction algorithm becomes fully efficient for the events with five or more tracks as shown
in Figure 4.4(a).

The number of reconstructed vertices scales linearly with µ in the ideal condition of perfect reconstruction
efficiency. However, there are several cause of non-linearity as shown in Figure 4.4(b). The most significant
effect is vertex merging; two or more interactions are reconstructed as one vertex. Secondary effects come from
fake and split vertices, reconstruction inefficiencies, detector acceptance, and non-collision backgrounds. Taking
into account the non-linear effects, an empirical model to compute the average number of reconstructed vertices,
〈nVertices〉 as a function of µ is determined as follows [114]:

〈nvertices〉 = p0 + ε · µ − F(ε · µ, pmerge) , (4.1)

where ε is the efficiency of the vertex reconstruction algorithm, and p0 accounts for any small offset arising from
non-collision backgrounds. The quantity ε ·µ represents the linearity to the average number of vertices that would be
reconstructed in the absence of any pile-up induced vertex merging effects. The function F(ε · µ, pmerge) represents
the average number of vertices lost by the merging effects, taking into account the vertex merging probability,
pmerge, derived from a low-µ data sample (µ < 0.01, used in Figure 4.4(a)), and is used to derive a final prediction,
shown in Figure 4.4(b).

4.1.3 Impact parameter resolution

The primary vertex is used as a reference point to evaluate the transverse and longitudinal impact parameters, as
shown in Figure 4.5(a) and 4.5(b), respectively. The resolution of the impact parameters indicates the performance
of the track and vertex reconstruction. Figure 4.5(c) and 4.5(d) show d0 and z0 sin θ distributions, respectively.
We observe small discrepancies between data and MC because of two reasons; (1) material description used in
simulation for the IBL, (2) the residual misalignment of the detector components. The resolution is defined as the
width of a Gaussian fit and it depends on pT and η.

4.2 Electron reconstruction

The electron reconstruction starts with the information provided by the electromagnetic (EM) calorimeter. The
information from the calorimeter is combined with the tracks in the inner detector; electrons are identified using a
likelihood. Energy calibration is applied based on the MC generator information (“truth”) and validated by using
the data of Z → ee events.



Chapter 4. Event reconstruction and particle identification 37

2
0
1
6
 
J
I
N
S
T
 
1
1
 
C
1
2
0
6
0

The output of the vertex reconstruction algorithm is a set of three dimensional vertex positions and
their covariance matrices. The reconstructed position and width of the beam spot can be used as an
additional measurement during the primary vertex fit, to help constraining the transverse position
resolution of vertices reconstructed from a small number of tracks.

The vertex reconstruction e�ciency is determined from data by taking the ratio between events
with a reconstructed vertex and events with at least two reconstructed tracks. Vertex reconstruction
becomes fully e�cient for five or more tracks as shown in figure 1.

5 Vertex E�ciency

The vertex reconstruction e�ciency is determined from data by taking the ratio between events with a
reconstructed vertex and events with at least two reconstructed tracks. This is estimated from tracks with
the definition given in Section 3. The expected contribution from beam-induced background events is
also removed [11]. The measured vertex e�ciency is shown in Figure 7. This measurement uses data
taken during ATLAS run 267359, a subset of the low-µ dataset corresponding to an integrated luminosity
of 216.9 µb�1.
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Figure 7: E�ciency of vertex reconstruction as a function of the number of tracks in the low-µ data.

6 Vertex Position Resolution Measurement

The vertex position uncertainty is estimated in Monte Carlo simulation and depends on the correct
description of sub-detector hit cluster errors, multiple scattering, ionization energy losses due to material
in the detector and the residual misalignment. For this reason, the vertex uncertainty in Monte Carlo
simulation and data are not necessarily the same. A correction to the fitted vertex uncertainty (�x,fit) can
be obtained by defining scale factors, Kx , Ky and Kz , for the errors on the fit vertex positions xPV, yPV
and zPV respectively, such that the corrected vertex uncertainty (�x,true) is given by,

�x,true = Kx�x,fit. (1)

The scale factors can be derived in data using the Split-Vertex method [1]. The tracks used in the vertex fit
are assumed to originate from a single interaction. This set of tracks can then be split into two groups of

8

Figure 1. E�ciency of vertex reconstruction as a function of the number of tracks in run 267359 [2], a low-µ
(µ ⇠ 0.01) dataset corresponding to an integrated luminosity of 216.9 µb�1. The shaded error bars represent
the statistical uncertainty. The mild di�erences between data and simulation prediction are due to the Monte
Carlo tune, which was optimised for higher track multiplicities.

In the ideal case of perfect reconstruction e�ciency, the number of reconstructed vertices scales
linearly with µ. In reality there are a number of e�ects that cause the relation to be non-linear.
The most important e�ect is vertex merging, when two or more interactions are reconstructed as
one vertex. Secondary e�ects include fake and split vertices, reconstruction ine�ciencies, detector
acceptance, and, at a small level for low track multiplicities, non-collision backgrounds.

4 Imaging-inspired seed finding algorithm

A new approach is in development to improve the performance of the iterative strategy described
in section 3 at very high µ. This new technique attempts to simultaneously identify all vertex seeds
in one LHC bunch crossing by using all tracks as input to a three-dimensional imaging algorithm.
The procedure consists of the following steps:

1. A three-dimensional histogram is created representing the detector volume in which vertex
finding will be done. Each bin corresponds to a voxel.

2. The bins of the histogram are filled with the path length of each track transversing the
corresponding voxel, after applying a voxel raytracing algorithm [3].
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taking into account the vertex merging probability, pmerge. The distribution of �z measured in a
low-µ data sample is used to derive a two-vertex merging probability density function pmerge(�z)
that is then be combined with a given beam-spot shape to derive a final prediction, shown in figure 3.
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Figure 3. The average number of reconstructed vertices is shown as a function of the average number of
interactions µ [5]. The red triangles and the orange line show respectively the simulation prediction for
minimum-bias events and the parameterisation described in this section. The dependence on the density
of interactions is exploited to test the e�ect of a di�erent beamspot longitudinal profile (approximately flat,
called Crab Kissing); this is shown in the figure as a blue line. The correction to the number of reconstructed
vertices for masking e�ects F (✏ · µ, pmerge) is shown by the dotted lines for the two configurations.

6 Conclusion

The ATLAS primary vertex reconstruction shows high e�ciency and good agreement with the
simulation predictions. A study of high pile-up e�ects on the reconstruction performance was
performed in preparation for the higher luminosities expected with the foreseen upgrade of LHC.
An imaging algorithm has been developed in order to produce vertex seed positions simultaneously
for the whole event, di�erently from the previous approach of iteratively producing single new seeds
and fitting them. Preliminary performance studies in simulations corresponding to the conditions
expected early in LHC Run-2 show that with this it is possible to identify more closely spaced
interactions and thus to lessen the e�ects of merging in vertex reconstruction.
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Figure 4.4: (a) Efficiency for vertex reconstruction as a function of the number of tracks in a low-µ
(µ < 0.01) dataset. The shaded error bars represent the statistical uncertainty. The mild differences
between data and prediction are in MC due to the MC tuning, which was optimised for higher track
multiplicities. (b) The average number of reconstructed vertices as a function of the average number
of interactions µ. The red triangles and the orange line show the prediction in MC for the
parameterisation. The blue lines are not used in this thesis. The number of lost reconstructed
vertices by masking effects is shown by the dotted line [114].
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Figure 6: (a) Transverse, d0, and (b) longitudinal, z0, impact parameter distributions expressed with respect to the
primary vertex. The average number of interactions per bunch crossing, µ, for the used data set was about 0.005.

the generated particles and was shown to be in general in agreement with the intrinsic resolution. In the
unfolded z0 resolution a discrepancy can be observed for tracks above |⌘ | ⇠ 0.5. This residual discrepancy
is added as a systematic error to the MC simulation in the comparison below.

The results of this unfolding can be seen in Figure 7. The results from data are plotted alongside the values
expected for particles from simulation. In both Figures 7(a) and 7(c) a more or less constant di�erence
from low to higher pT is observed in a central ⌘ region of 0.2 < ⌘ < 0.4, which accounts for roughly a
16% and 5% worsened resolution of d0 and z0 respectively. At high ⌘, the z0 resolution di�ers vastly from
the expected value, as visible in Figure 7(d). For the d0, this behavior can not be observed, but it rather
shows a 15�20% di�erence in the selected pT range. The source of this di�erences was already discussed
for Figure 6.

6 Tracks in Jets

The properties of pixel and IBL hits on tracks inside the cones of reconstructed jets are compared between
data and simulation in this section. This is done as a function of �R(jet,track), the separation between
the track and the jet axis. Jets are reconstructed from energy deposits forming topological clusters [5] of
calorimeter cells using the anti-kt algorithm with distance parameter R = 0.4. Only tracks, passing the
loose selection, inside the cone of jets with a pT > 150 GeV are considered in this section. For this, tracks
are associated to the calorimeter jets following the ghost association procedure [14]. The simulation is
reweighted to make sure that the average interactions per bunch crossing and the jet ⌘ spectra match those
in data. Besides considering the average number of pixel and IBL hits on track as a function of the track’s
distance to the jet axis, the main interest lies in the average number of shared and split hits. A hit is
considered split if during the so called ambiguity solving stage [15] of the track reconstruction it was
identified as being created by multiple charged particles. This is done with the help of an artificial neural
network, mainly based on the shape and the amount of deposited charge in the hit [16]. If a hit is on more
than one reconstructed track, and not already marked as split, it is considered shared.
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16% and 5% worsened resolution of d0 and z0 respectively. At high ⌘, the z0 resolution di�ers vastly from
the expected value, as visible in Figure 7(d). For the d0, this behavior can not be observed, but it rather
shows a 15�20% di�erence in the selected pT range. The source of this di�erences was already discussed
for Figure 6.

6 Tracks in Jets

The properties of pixel and IBL hits on tracks inside the cones of reconstructed jets are compared between
data and simulation in this section. This is done as a function of �R(jet,track), the separation between
the track and the jet axis. Jets are reconstructed from energy deposits forming topological clusters [5] of
calorimeter cells using the anti-kt algorithm with distance parameter R = 0.4. Only tracks, passing the
loose selection, inside the cone of jets with a pT > 150 GeV are considered in this section. For this, tracks
are associated to the calorimeter jets following the ghost association procedure [14]. The simulation is
reweighted to make sure that the average interactions per bunch crossing and the jet ⌘ spectra match those
in data. Besides considering the average number of pixel and IBL hits on track as a function of the track’s
distance to the jet axis, the main interest lies in the average number of shared and split hits. A hit is
considered split if during the so called ambiguity solving stage [15] of the track reconstruction it was
identified as being created by multiple charged particles. This is done with the help of an artificial neural
network, mainly based on the shape and the amount of deposited charge in the hit [16]. If a hit is on more
than one reconstructed track, and not already marked as split, it is considered shared.
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(d)

Figure 4.5: Definitions for (a) transverse and (b) longitudinal impact parameters, indicated by red
lines. Distributions of (c) transverse (d0) and (d) longitudinal (z0) impact parameters, with respect
to the primary vertex. These results are derived using a low-µ dataset (µ < 0.005) [115].
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4.2.1 Seed-cluster reconstruction

For the first step, we form a ‘seed-cluster’ in a ‘sliding window’ algorithm [116] to find energy deposits by elec-
trons, as following. The EM calorimeter is divided into an η-φ matrix (‘cells’) with Nη = 200 and Nφ = 256. The
sliding window has a fixed-size of cells, 3× 5 in units of ∆η×∆φ = 0.025× 0.025 corresponding to the granularity
of the middle EM calorimeter. The energy in the cells is summed to search for electron cluster seed with total
transverse energy of the cluster larger than 2.5 GeV. Then, we form the ‘seed-clusters’ around the reconstructed
seeds using a clustering algorithm [116].

4.2.2 Track matching for electrons

We search for tracks that are compatible with the reconstructed seed-clusters. Tracks are extrapolated from the ID
to the middle EM calorimeter, then we apply the following selections on ∆η and ∆φ, which are the differences of the
azimuthal angle and pseudo rapidity between the ID and the EM calorimeter; ∆φ < 0.1 toward the track-bending
direction or ∆φ < 0.05 in the opposite direction; ∆η < 0.05 at the seed-cluster. To account for energy losses due to
bremsstrahlung, this asymmetric ∆φ selection is used. If multiple tracks match a seed-cluster, they are sorted in the
following order, with the first being used to define the electron properties.; tracks with hits in the pixel detector are
preferred, then tracks with hits in the SCT but not in the pixel detector. Within each category, tracks with smaller
∆R(=

√
∆η2 + ∆φ2) are preferred. Tracks associated to the seed-clusters are re-fitted using a Gaussian Sum Filter

(GSF) [117], which is used to compensate the electron energy losses in the ID due to bremsstrahlung.

4.2.3 Energy calibration

The energy calibration for electrons is divided into two steps; (1) a MC-based calibration and (2) a data-driven
calibration. In the first step, we use an approach using a multivariate analysis (MVA) [118] to calibrate the cluster
energy to the truth electron energy (EMC) in the MC sample. The MVA is optimised separately for electrons,
converted photons, and unconverted photons3. The MVA algorithm exploits the following variables as inputs;
uncalibrated energy; the ratio between the energies in the pre-sampler and the calorimeter; the ratio between the
energies measured in the first two layers of the calorimeter; the cluster barycenter in η; and the cluster barycenter
in η and φ in the calorimeter frame.

In the next step, we perform further calibration of the electron energy using data to remove residual disagree-
ment between data and simulation [118]. The energy mis-calibration is parametrized as:

Edata
i = EMC

i (1 + αi) , (4.2)

where Edata
i and EMC

i are the electron energies in data and simulation, and αi represents the deviation from optimal
calibration, in a given η region labelled i. The relative energy resolution is parametrized as:

σ(E)
E

=
a√
E
⊕ b

E
⊕ c , (4.3)

where a is the sampling term related to shower fluctuations in the calorimeter and modelled by simulation, b is the
electronic noise term measured in calibration runs, and c is the constant term. The difference in energy resolution
between data and simulation is modelled by an additional effective constant term c′1:

(
σ(E)

E

)data

i
=

(
σ(E)

E

)MC

i
⊕ c′i . (4.4)

The sources of systematic uncertainty for the data-driven calibration can be grouped in three categories:

• event selections:

– election criteria for the electron candidates (identification, isolation and energy loss);
– differences in the efficiency of electron in the event selection between data and simulation;
– selection criteria for the candidate events for Z → ee;
– evaluation of the impact of the backgrounds (Z → ττ and tt̄);

3If no tracks are associated to a cluster, it is classified as an unconverted photon. In case a pair of oppositely-charged tracks matches a
cluster, it is considered as converted photons.
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Figure 4.6: Energy scale factor (a) α and (b) c′ for energy resolution in Z → ee events as a function
of η. The uncertainty bands on the top panels show the total uncertainties on these quantities, while
the statistical and the total systematic uncertainties are shown separately in the bottom panels [118].

• calibration procedure:

– methodology (strategies for the extraction of αi and c′i);
– accuracy of the method (the residual bias of this method, estimated using pseudo-data samples is as-

signed as a systematic uncertainty);

• material:

– mis-modelling of the material for the IBL in the simulation.

The best fit results for α and c′ are shown in Figure 4.6, with the statistical and total systematic uncertainties.

4.2.4 Electron identification

We apply further requirements to reject the backgrounds for the electron candidates such as hadronic jets or con-
verted photons, . The identification algorithm is based on a MVA technique that simultaneously evaluates several
properties of the electron candidates to make a decision. This method exploits quantities related to the electron
cluster and track measurements including shower shapes in the calorimeter, measurements by the transition radia-
tion tracker, quantities related to the matching between track and cluster, track properties, and variables measuring
bremsstrahlung effects. These quantities are summarised in Table 4.1. We calculate an overall probability for the
candidate from the probability distribution functions (PDFs) of these variables. This enables better background
rejection for a given signal efficiency than a cut-based algorithm that uses selection criteria sequentially on each
variable.

We use three levels of identification operating points, referred to as Loose, Medium, and Tight, increasing order
of background rejection. The identification efficiency to the reconstructed electrons is estimated with the Tag and
Probe method [119] using Z0 → e+e− and its performance is shown in Figure 4.7. The signal efficiencies for
electron candidates with ET = 25 GeV are depending on the operating points, in the range from 78 to 90 % and
increase with ET; the background efficiencies are ranging from 0.3 to 0.8 % and decrease with ET.

The electron identification performance can be influenced by the multiple collisions taking place in the same
bunch crossing (in-time pileup) or in consecutive bunch crossings (out-of-time pileup). The number of recon-
structed primary vertices indicates the level of pileup in the event. The distributions of the shower shower shape
variables are affected by the number of pileup collisions per bunch crossing; Rhad,Rhad1 are the most influenced
variables which are ratio between ET in the hadronic calorimeter and in the electron cluster in the EM calorimeter,
and are used to evaluate the hadronic leakage. Hence the cut on the discriminant value in MVA is optimised with
the number of primary vertices, thereby the identification efficiency remains high without drastically increasing the
amount of background accepted by the identification selection, as shown in Figure 4.8.



Chapter 4. Event reconstruction and particle identification 40

Table 4.1: Definitions of electron discriminating variables [119].

Type Description Name

Hadronic leakage Ratio of ET in the first layer of the hadronic calorimeter to ET of the EM cluster Rhad1

(used over the range |η| < 0.8 or |η| > 1.37)

Ratio of ET in the hadronic calorimeter to ET of the EM cluster Rhad

(used over the range 0.8 < |η| < 1.37)

Back layer of Ratio of the energy in the back layer to the total energy in the EM accordion f3

EM calorimeter calorimeter. This variable is only used below 100 GeV because it is known to

be inefficient at high energies.

Middle layer of Lateral shower width,
√

(ΣEiη2i )/(ΣEi)− ((ΣEiηi)/(ΣEi))2, where Ei is the wη2

EM calorimeter energy and ηi is the pseudorapidity of cell i and the sum is calculated within

a window of 3× 5 cells

Ratio of the energy in 3×3 cells over the energy in 3×7 cells centered at the Rφ

electron cluster position

Ratio of the energy in 3×7 cells over the energy in 7×7 cells centered at the Rη

electron cluster position

Strip layer of Shower width,
√

(ΣEi(i− imax)2)/(ΣEi), where i runs over all strips in a window wstot

EM calorimeter of ∆η ×∆φ ≈ 0.0625× 0.2, corresponding typically to 20 strips in η, and

imax is the index of the highest-energy strip

Ratio of the energy difference between the largest and second largest energy Eratio

deposits in the cluster over the sum of these energies

Ratio of the energy in the strip layer to the total energy in the EM accordion f1

calorimeter

Track conditions Number of hits in the innermost pixel layer; discriminates against nBlayer

photon conversions

Number of hits in the pixel detector nPixel

Number of total hits in the pixel and SCT detectors nSi

Transverse impact parameter with respect to the beam-line d0

Significance of transverse impact parameter defined as the ratio of d0 d0/σd0
and its uncertainty

Momentum lost by the track between the perigee and the last ∆p/p

measurement point divided by the original momentum

TRT Likelihood probability based on transition radiation in the TRT eProbabilityHT

Track-cluster ∆η between the cluster position in the strip layer and the extrapolated track ∆η1

matching ∆φ between the cluster position in the middle layer and the track extrapolated ∆φ2

from the perigee

Defined as ∆φ2, but the track momentum is rescaled to the cluster energy ∆φres

before extrapolating the track from the perigee to the middle layer of the calorimeter

Ratio of the cluster energy to the track momentum E/p
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Figure 4.7: (a) The efficiency to identify electrons in Z → ee decays and (b) the efficiency to
mis-identify hadrons as electrons estimated using simulated dijet samples. The efficiencies are
obtained using Z → ee and dijet MC simulation samples, and are measured with respect to
reconstructed electrons. The candidates are matched to true electrons for Z → ee events for (a). For
background rejection studies the reconstructed electrons matched to the true electrons are not
included [118].
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Figure 4.9: Distributions of (a) Econe0.2
T and (b) pvarcone0.2

T for electrons in Z → ee events, in data
(dots with error bars) and simulation (full histogram, normalised to data) [119].

4.2.5 Electron isolation

In addition to the identification criteria described above, we apply ‘isolation’ requirements to electrons, which allow
us to distinguish prompt electrons (from heavy resonance decays to vector bosons, such as W → eν, Z → ee) from
other non-isolated electron candidates such as electrons originating from converted photons produced in hadron
decays, electrons from heavy flavour hadron decays, and light hadrons misidentified as electrons. We use two
discriminating variables to quantify the energy of the particles produced around the electron candidate:

• calorimetric isolation variable; Econe0.2
T , defined as the sum of transverse energies of clusters within a radius

of ∆R = 0.2 around the cluster for the candidate electron.

• track isolation variable; pvarcone0.2
T , defined as the sum of transverse momenta of all tracks originating from

the reconstructed primary vertex of hard collision, excluding the track associated to the electron. Here,
the sum of pT is calculated within a certain radius around the candidate electron track; we use ∆R = 0.2
(10 GeV/ET) for electrons of ET < 50 GeV (ET > 50 GeV).

The distributions of these two discriminating variables are shown in Figure 4.9 for electrons with ET greater than
27 GeV satisfying the Tight identification requirements. The events are consistent between data and the Z → ee
process. The negative tail of Econe0.2

T originates from the correction for pileup and underlying event. A slight
discrepancy is observed in the regions with large Econe0.2

T and pvarcone0.2
T values.

To select isolated electron candidates, we use two types of selection requirements on the quantities Econe0.2
T /ET

and pvarcone0.2
T /ET:

• efficiency-targeted operating points with variable requirements to obtain a given isolation efficiency of εiso =

90(99) % for ET = 25(60) GeV.

• fixed-requirement operating points with the upper thresholds on the isolation variables.

The definitions of the operating points are listed in Table 4.2.
We use a fixed-requirement operating point (“FixedCutTight”) to select signal electrons to reconstruct a res-

onance state, thereby we can use use low ET electrons requiring high background rejection. We also use an
efficiency-targeted operating point (“LooseTrackOnly”) to reject the two-or-more lepton final states.

4.2.6 Electron trigger

In the online data process, we reconstruct electron trigger candidates at the Level-1 and the HLT stages (see section
2.2.4). The Level-1 electron triggers use both the EM and the hadronic calorimeter information within regions of
∆η × ∆φ ≈ 0.4 × 0.4 not only to reconstruct electron candidates above a certain energy threshold but also to apply
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Table 4.2: Definitions of the electron isolation operating points. The upper table shows the
efficiency-targeted operating points, and the numbers expressed in percents represent the target
efficiencies used in the optimisation procedure of the operating points. For the Gradient and
GradientLoose operating points, the unit of ET is in GeV. The fixed-requirement operating points
are shown in the lower table. The calorimeter and track isolation refer to the selection based on
Econe0.2

T /ET and pvarcone0.2
T /ET, respectively [119].

E�ciency
Operating point calorimeter isolation track isolation total e�ciency

LooseTrackOnly - 99% 99%
Loose 99% 99% ⇠ 98%
Tight 96% 99% ⇠ 95%

Gradient 0.1143% ⇥ ET + 92.14% 0.1143% ⇥ ET + 92.14% 90/99% at 25/60 GeV
GradientLoose 0.057% ⇥ ET + 95.57% 0.057% ⇥ ET + 95.57% 95/99% at 25/60 GeV

Cut value
Operating point calorimeter isolation track isolation

FixedCutLoose 0.20 0.15
FixedCutTightTrackOnly - 0.06

FixedCutTight 0.06 0.06

E�ciency
Operating point calorimeter isolation track isolation total e�ciency

LooseTrackOnly - 99% 99%
Loose 99% 99% ⇠ 98%
Tight 96% 99% ⇠ 95%

Gradient 0.1143% ⇥ ET + 92.14% 0.1143% ⇥ ET + 92.14% 90/99% at 25/60 GeV
GradientLoose 0.057% ⇥ ET + 95.57% 0.057% ⇥ ET + 95.57% 95/99% at 25/60 GeV

Cut value
Operating point calorimeter isolation track isolation

FixedCutLoose 0.20 0.15
FixedCutTightTrackOnly - 0.06

FixedCutTight 0.06 0.06

isolation requirements. At the HLT stage, electron trigger candidates are reconstructed by an offline-like algorithm
using information from calorimeter and tracking. The identification (ID) algorithm in the HLT stage is performed
via the same discriminating variables as the offline identification described in subsection 4.2.4. The identification
criteria are slightly looser than the offline requirements to avoid efficiency losses. Two types of approaches exist
for the identification criteria; (1) the cut-based approach and (2) the likelihood-based approach [119].

During LHC Run-1, the electron trigger with the cut-based approach was used. However, inefficiency can arise
by applying the likelihood-based identification offline with a cut-based identification in the trigger, thus we also
use the electron likelihood identification in LHC Run-2.

4.2.7 Efficiency measurement

The efficiency to find and select an electron in the ATLAS detector is not measured as a single quantity but is
divided into different components, namely reconstruction, identification, isolation, and trigger efficiencies. The
total efficiency εtotal for a single electron can be written as:

εtotal = εreconstruction × εidentification × εisolation × εtrigger , (4.5)

with the various efficiency components are determined in the tag-and-probe method. Combined efficiencies from
the reconstruction and identification are shown in Figure 4.10 and the isolation and trigger efficiencies are shown
in Figure 4.11. Since the electron efficiencies depend on ET and η, the measurements are performed in two dimen-
sional bins in (ET, η).

4.3 Muon reconstruction
Muon candidates are first reconstructed independently in the inner detector (ID) and the muon spectrometer (MS).
The information from each of the sub-detectors is then combined to form muon tracks to be used in physics
analyses. After several corrections on the muon momentum scale and resolution between the data and MC, we
select muons based on track parameters. We will overview each of the steps in this section.
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Figure 4.10: Electron reconstruction, identification combined efficiency (a) as a function of ET, and
(b) as a function of η; its absolute uncertainties in Z → ee events (c) as a function of ET, and (d) as
a function of η [119].
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Figure 4.11: Efficiency of the FixedCutLoose isolation requirement (Econe0.2
T /ET < 0.2 and

pvarcone0.2
T /ET < 0.15) for electrons in Z → ee (a) as a function of ET and (b) η; Trigger efficiency

for the single electron trigger measured in Z → ee events as a function of (c) ET and (d) η [119].
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Figure 2: Schematic side view of the ATLAS muon spectrometer depicting the naming and
numbering scheme; top: sector with large chambers; bottom: sector with small chambers.
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Figure 4.12: Schematic view of the muon reconstruction. Combined, segment-tagged,
calorimeter-tagged, and extrapolated muons are defined in the main body of this sections.

4.3.1 Muon reconstruction in Muon Spectrometer
Muon reconstruction begins in the MS by searching for hit patterns on each of the muon detectors (MDT, CSC,
RPC, and TGC) to form ‘segments’. We use a Hough transform [120] in each of the MDT chambers and nearby
trigger chambers to search hits aligned on a trajectory on the bending plane. The MDT segments are reconstructed
by performing a straight-line fit to the hits found in each layer; the RPC (for the barrel region) or TGC (for the
end-cap region) hits measure the coordinate orthogonal to the bending plane. In CSC a different algorithm is used;
segments in CSC are built using a separate combinatorial search in the η and φ planes. Then we build muon track
candidates with fitting hits from segments in the muon detectors. The fitting algorithm starts by using the segments
in the middle layers and then the fitting is extended to the segments in the inner and outer layers. The reconstructed
tracks are extrapolated to the IP, taking into account the energy loss at the calorimeter.

4.3.2 Combined reconstruction
Tracks reconstructed in the ID can help to improve the precision of the muon tracks and suppress mis-identification
of the in-flight decays of pions and kaons. The combination between ID and MS information is performed by the
following four algorithms, which are also illustrated in Figure 4.12;
• Combined muons: muon trajectories independently reconstructed in the ID and MS are combined by a global

fit. An outside-in pattern recognition is employed, in which the muons are first reconstructed in the MS and
then extrapolated to an ID track. The track combination is performed only for pairs that show a matching in
the η − φ plane at the closest approach to the beam line.
• Segment-tagged muons: tracks in the ID are associated with at least one local segments in the MDT or CSC

chambers.
• Calorimeter-tagged muons: a track in the ID is identified as muon if it matches an energy deposit in the

calorimeter corresponding to a minimum-ionising particle.
• Extrapolated muons: muon trajectories are reconstructed based on the MS tracks applying a loose require-

ment that the trajectory originate from the IP.
A muon track can be recognised in multiple types of the reconstruction algorithms. When two muon candi-

dates share the same ID track, combined muons are in higher priority, then segment-tagged muons, and finally
calorimeter-tagged muons. The overlap with extrapolated muons is resolved by selecting a track with better fit
quality and larger number of hits.
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4.3.3 Muon identification
To suppress background effects, muon identification is performed by applying a set of quality selections. We have
selections; Loose, Medium, Tight, and High-pT, increasing order of background rejection. Loose, Medium and
Tight selections are inclusive selections with tighter requirements.
• Loose muons: The Loose muon criteria is provided to maximise the reconstruction efficiency which slightly

larger uncertainty than the Medium muons.
• Medium muons: This is the default criteria for muons in ATLAS and minimise the systematic uncertainties

associated with muon reconstruction and calibration.
• Tight muons: The Tight muons are adopted in some analyses to require the higher purity of muons than the

Medium muons at the expense of some efficiency.
• High-pT muons: The High-pT muons minimise the momentum resolution for tracks with pT > 100 GeV.

We use the Medium requirement to select signal muons to reconstruct a resonance state, and the Loose identification
to reject two or more lepton final states.

The muon reconstruction efficiencies are evaluated by a Tag-and-probe method [121] based on the selections of
almost pure muon tracks in J/Ψ → µµ in low pT region both in data and simulation samples. In order to evaluate
the efficiencies in the high pT region, we exploit the same method using Z → µµ events. Figure 4.13 shows
the reconstruction efficiency and its uncertainties binned in η and pT. The disagreement of measured efficiency
between data (εdata) and simulation samples (εMC) is expressed as the “scale factor” (SF):

SF =
εdata

εMC , (4.6)

This quantity describes the difference between simulation and real data, and is used to correct the simulation
samples.

4.3.4 Muon isolation

We exploit muons originating from the decay of W and Z bosons in the analysis. These muons are well separated
from other particles, unlike muons in jets, thus we can select the W/Z-originated muons by applying further iso-
lation selections. Similar to the electron isolation, seven isolation criteria described in Table 4.3 are defined based
on the muon isolation variables:

• track-based isolation variable; pvarcone3.0
T , which is defined as the scalar sum of the transverse momenta of the

tracks within a certain radius of ∆R = 10 GeV/pµT for muons with pT > 33GeV (At pT = 33GeV, ∆R = 0.3)
around the muon pµT except for muon track itself. For muons with lower pT (pT < 33GeV), a flat radius of
∆R value of 0.3 is adopted.
• calorimeter-based isolation variable; Etopocone2.0

T , which is defined as the sum of the transverse energy of
“topo-clusters”, which is described in Section 4.4.1, within a radius of ∆R = 0.2 around the muon, subtract-
ing the energy deposit by the muon itself and mitigating the pile-up effects.

We use the FixedCutTightTrackOnly requirement to define signal muons to reconstruct a resonance state, and the
LooseTrackOnly requirement to reject two or more lepton final states. Isolation efficiencies for the LooseTrackOnly
and the FixedCutLoose working points are shown in Figure 4.14 binned in pT.

4.3.5 Momentum scale calibration

To correct the small mis-modelling of the muon momentum scale due to the incomplete description of the magnetic
field, we apply the muon momentum scale calibration algorithm defined in this section. The corrected muon
transverse momentum, pCor,Det

T [121], is described in:

pCor,Det
T =

pMC,Det
T +

∑1
n=0 sDet

n (η, φ)(pMC,Det
T )n

1 +
∑2

m=0 ∆rDet
m (η, φ)(pMC,Det

T )m−1gm
, (4.7)
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Figure 4.13: Muon reconstruction efficiency (a) binned in η and (b) binned in pT; its uncertainties
(c) binned in η, and (d) binned in pT [121]. The efficiencies and uncertainties are evaluated by a
Tag-and-probe method using J/Ψ→ µµ (Z → µµ) events in low (high) pT regions.

Table 4.3: Definition of the seven isolation working points for muons [121]. The discriminating
variables are listed in the second column and the criteria used in the definition are described in the
third column.

Isolation WP Discriminating variable(s) Definition

LooseTrackOnly pvarcone30
T /pµ

T 99% efficiency constant in η and pT

Loose pvarcone30
T /pµ

T, Etopocone20
T /pµ

T 99% efficiency constant in η and pT

Tight pvarcone30
T /pµ

T, Etopocone20
T /pµ

T 96% efficiency constant in η and pT

Gradient pvarcone30
T /pµ

T, Etopocone20
T /pµ

T ≥ 90(99)% efficiency at 25 (60) GeV

GradientLoose pvarcone30
T /pµ

T, Etopocone20
T /pµ

T ≥ 95(99)% efficiency at 25 (60) GeV

FixedCutTightTrackOnly pvarcone30
T /pµ

T pvarcone30
T /pµ

T < 0.06

FixedCutLoose pvarcone30
T /pµ

T, Etopocone20
T /pµ

T pvarcone30
T /pµ

T < 0.15, Etopocone20
T /pµ

T < 0.30
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Figure 4.14: Isolation efficiency (a) with the LooseTrackOnly working point and (b) with the
FixedCutLoose working point. [121] The efficiency is shown as a function of the muon pT and is
measured in Z → µµ events. The error bars on the top panel are statistical only, while the
combination of statistical and systematic uncertainties is shown on the bottom panel as well.

where pMC,Det
T is the uncalibrated transverse momentum in simulation (Det=MS or ID), gm are normally distributed

random variables with mean 0 and width 1, and the terms ∆rDet
m (η, φ) and sDet

n (η, φ) describe the momentum reso-
lution and the scale corrections applied in a specific η and φ region, respectively. ∆rm corrects each term of:

σ(pT)
pT

=
r0

pT
⊕ r1 ⊕ r2 · pT , (4.8)

where ⊕ denotes sum in quadrature. The first term accounts for fluctuations of the energy loss in the traversed
material, the second term accounts for the multiple scattering, inhomogeneities of the local magnetic field, and local
radial displacements, and the third term accounts for intrinsic resolution effects caused by the spatial resolution of
the hit measurements and residual misalignment. The energy loss term is negligible both in the ID and MS,
therefore ∆rID

0 and ∆rMS
0 are set to zero.

The invariant mass distributions of the Z → µµ and J/Ψ→ µµ candidates are shown in Figures 4.15, in which
both uncalibrated and calibrated simulation samples are shown. In the uncalibrated simulation, it is noticeable
that the signal distributions are narrower and slightly shifted with respect to data. After the calibration, the peak
shape of the two resonances in simulation agree with the data within the systematic uncertainties, demonstrating
the overall effectiveness of the pT calibration.

4.4 Jet reconstruction

We reconstruct collimated showers of hadrons, namely jets, based on “topo-clusters” reconstructed in the calorime-
ter. We describe a overview of a jet reconstruction algorithm at first, then mitigation-method for pile-up effects and
tagging algorithms for b-quark induced jets. Since the performance of the jet energy calibration plays an important
role for the resonance search in this thesis, the jet-calibration flow is described in Chapter 5.

4.4.1 Topo-cluster reconstruction

We form a topological cluster (“topo-cluster”) as a combination of energies in the calorimeter cells to find signifi-
cant patterns generated by particle showers. The topo-cluster definition relies on the significance measured in the
calorimeter cells, ςEM

cell [122], defines as;

ςEM
cell =

∣∣∣∣∣∣∣
EEM

cell

σEM
noise,cell

∣∣∣∣∣∣∣
, (4.9)
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Figure 4.15: Dimuon invariant mass distribution of (a) Z → µµ and (b) J/Ψ→ µµ candidates
reconstructed with combined muons [121]. The upper panels show the invariant mass distributions
for data and for the signal simulation plus the background estimate.The points show the data. The
continuous line corresponds to the simulation with the momentum corrections applied and the
dashed lines show the simulation when no correction is applied.

where EEM
cell is the cell energy and σEM

noise,cell is the expected cell noise. The topo-cluster reconstruction algorithm,
which is illustrated in Figure 4.16, begins by forming proto-clusters with the initial cells requiring them to have
ςEM

cell > 4. Then, we collect neighbouring cells with ςEM
cell > 2 for the proto-clusters. If two proto-clusters contain

the same cell with absolute energy 2σ above the noise threshold, these proto-clusters are merged. After all neigh-
bouring cells with absolute energies above 2σ have been collected, all the neighbouring cells (ςEM

cell ≥ 0) are added
to the cluster. This set of thresholds is commonly known as “4-2-0” topo-cluster reconstruction.

After the proto-cluster formation, any proto-clusters with two or more local maxima, which is signified by
EEM

cell > 500 MeV, can be split into separate clusters. In addition, following requirements are applied to the proto-
clusters; the maximum cell has at least four neighbouring cells, and none of the neighbouring cells have a larger
signal. In principle, cells can be shared between two proto-clusters, with the cell assigned a fractional weight for
each cluster based on the energies of the clusters, and the distances of the cell to the centre of gravity of the two
clusters (d1, d2, here d1 < d2). The fractional weight is given by [122];

Wcell,1 =
EEM

clus,1

EEM
clus,1 + rEEM

clus,2

, Wcell,2 = 1 −Wcell,1 , (4.10)

where r = exp(d1 − d2).

4.4.2 anti-kt algorithm

After the topo-cluster reconstruction, we reconstruct hadronic jets from the reconstructed clusters in the ‘anti-kt’
algorithm [34]. There are several jet clustering algorithms, such as kt [123] and Cambridge/Aachen algorithm
[124], and the anti-kt algorithm, in which we commonly introduce a distance variable: di j; distance between two
clusters i and j, and diB is distance between cluster i and the beam (B):

di j = min
(
k2p

ti , k
2p
t j

) ∆2
i j

R2 , (4.11)

diB = k2p
ti , (4.12)
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Figure 4.16: Schematic view of the formation of topo-cluster.

(a) (b)

Figure 4.17: An example of a parton-level event, together with many random soft components,
clustered with (a) kt algorithm and (b) anti-kt algorithm [34]. For both cases, the distance parameter
R is 1. Hadron jets reconstructed in the anti-kt algorithm are more clear than those in the kt

algorithm.

where ∆2
i j = (yi − y j)2 + (φi − φ j)2 and kti, yi, and φi are the transverse momentum, rapidity, and azimuth angle of

cluster i, respectively. R denotes the radius parameter, which represents the cone size of jets, approximately. In
Equation 4.11 and 4.12, we have added a parameter p to govern the relative power of the energy versus geometrical
(∆i j) scales.

We can cover kt (Cambridge/Aachen) algorithm by choosing p = 1 (p = 0), however we use the anti-kt

algorithm with p = −1. In the anti-kt algorithm, the distance variables di j and diB are computed with all the
topo-clusters. If the smallest parameter among them is a di j, we combine two topo-clusters i and j. If the smallest
parameter among all distances is a diB, we remove the i-th topo-cluster from the list and adopt it as a jet. The
distance parameters are re-calculated and the procedure is repeated until all topo-clusters are clustered into jets.

Figure 4.17 shows examples of the jet-clustering in the kt and the anti-kt algorithms. We can reconstruct conical
jets by the anti-kt algorithm; the reason of this feature is explained in Figure 4.18. In the anti-kt algorithm, d1i =

min(1/k2
t1, 1/k

2
ti)∆

2
1i/R

2 between a hard cluster 1 and a soft cluster i is determined by the transverse momentum of
the hard cluster and the ∆1i separation. di j between soft clusters i and j with a similar separation ∆i j ∼ ∆1i is much
larger than d1i. Therefore soft clusters are likely to be combined with the hard cluster before it is combined to other
soft clusters. If a hard cluster has no hard neighbouring clusters within a distance 2R, this cluster accumulate all
the soft clusters within a circle of radius R. In the ATLAS experiment, the default choice of the jet reconstruction
is the anti-kt algorithm with R = 0.4 are default jets (small-R jets). In MC simulation samples, truth jets are also
reconstructed in the anti-kT algorithm with quasi stable particles except for muons and neutrinos.
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Figure 4.18: Schematic view of jet reconstruction by the anti-kt algorithm.

4.4.3 Jet Vertex Tagging

To reject jets induced by pile-up, we use the jet vertex tagger (JVT) algorithm [125], which is constructed using
two discriminants RpT and corrJVF to separate hard-scatter events from pile-up, defined as:

RpT =

∑
k ptrkk

T (PV0)

pjet
T

, (4.13)

corrJVF =

∑
k ptrkk

T (PV0)
∑

l ptrkl
T (PV0) +

∑
n≥1

∑
l p

trkl
T (PVn)

k·nPU
trk

, (4.14)

where
∑

k ptrkk
T (PV0) is scalar sum of the track pT that are associated with the jet and originate from the hard-scatter

vertex. The term
∑

n≥1
∑

l ptrkl
T (PVn) ≡ pUE

T denotes scalar pT sum of associated tracks that originate from any of
the pileup interactions. The term 〈pUE

T 〉 linearly increase with the total number of pileup tracks per event nPU
trk ; to

correct this effect, we divide pUE
T by (k · nPU

trk ) with k = 0.01.
Figure 4.19 shows the correlation of corrJVF and RpT for hard-scatter and pileup jets. From RpT and corrJVF,

the 2-dimensional likelihood, JVT, is defined as shown in Figure 4.19(c). The distribution of JVT is shown in
Figure 4.19(d). In the resonance search presented in this thesis, jets with JVT< 0.59 are rejected in the region of
|η| < 2.4 and pT < 60 GeV. Using the JVT selection, efficiency for the jets in the signal events is 92 % with pile-up
fake rates of ∼ 2 %.

4.4.4 b-jet tagging

To distinguish WW/WZ events from tt̄ events, we need to tag jets induced by b-quarks. Due to the long lifetime
of hadrons containing a b-quark (∼ 1.5 ps), tracks in decay products from b-hadrons have large impact parameters,
and we can reconstruct a displaced secondary vertex with the jet. There are several algorithms which achieve b-jet
tagging, relying on the impact parameter, or the secondary vertex finding algorithms [126]. In this thesis, however,
we employ a BDT-based multivariate algorithm, namely MV2 algorithm [127], to achieve a better performance
than any of the individual algorithms.

The input variables for the MV2 algorithm are listed in the Table 4.4. Using these input variables, three MV2
algorithms are developed; MV2c00, MV2c10, and MV2c20. The performance of each of the algorithms are shown
in Figure 4.20. We adopt the MV2c10 algorithm in our analysis, because it provides the best rejection for the
light-flavour jets of 4% at a working point with 77% of b-jet efficiency.
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Figure 4.19: 2-dimensional correlation of corrJVF and RpT for (a) hard-scatter and (b) pileup jets.
(c) The 2-dimensional JVT likelihood as a function of corrJVF and RpT. (d): Distribution of JVT
for pile-up and hard0scatter jets with 20 < pT < 30 GeV [125].
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Table 4.4: The 24 input variables used by the MV2 algorithm [127].

Input Variable Description

Kinematics
pT (jet) Jet transverse momentum
⌘(jet) Jet pseudo-rapidity

IP2D, IP3D
log(Pb/Plight) Likelihood ratio between the b- and light jet hypotheses
log(Pb/Pc) Likelihood ratio between the b- and c-jet hypotheses

log(Pc/Plight) Likelihood ratio between the c- and light jet hypotheses

SV

m(SV) Invariant mass of tracks at the secondary vertex assuming pion masses
fE(SV) Fraction of the charged jet energy in the secondary vertex

NTrkAtVtx(SV) Number of tracks used in the secondary vertex
N2TrkVtx(SV) Number of two track vertex candidates

Lxy(SV) Transverse distance between the primary and secondary vertices
Lxyz(SV) Distance between the primary and secondary vertices
Sxyz(SV) Distance between the primary and secondary vertices divided by its uncertainty

�R(jet, SV) �R between the jet axis and the direction of the secondary vertex relative to the primary vertex

Jet Fitter

N2TrkVtx(JF) Number of 2-track vertex candidates (prior to decay chain fit)
m(JF) Invariant mass of tracks from displaced vertices assuming pion masses

Sxyz(JF) Significance of the average distance between the primary and displaced vertices
fE(JF) Fraction of the charged jet energy in the secondary vertices

N1-trk vertices(JF) Number of displaced vertices with one track
N�2-trk vertices(JF) Number of displaced vertices with more than one track

NTrkAtVtx(JF) Number of tracks from displaced vertices with at least two tracks
�R(~pjet, ~pvtx) �R between the jet axis and the vectorial sum of the momenta of all tracks attached to displaced vertices

0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1

lig
h

t
je

t 
re

je
c
ti
o

n

10

210

310

410

510

MV2c20 − 2015 config

MV2c20 − 2016 config

MV2c10 − 2016 config

MV2c00 − 2106 config

bjet efficiency

0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1

ATLAS  Simulation Preliminary

t=13 TeV, ts

2
0
1

6
/2

0
1
5

 c
o
n
fi
g

0.6

1

1.4

1.8

2.2

2.6

(a)

0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1

c
j
e

t 
re

je
c
ti
o

n

10

210

MV2c20 − 2015 config

MV2c20 − 2016 config

MV2c10 − 2016 config

MV2c00 − 2016 config

bjet efficiency

0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1

2
0

1
6

/2
0

1
5

 c
o

n
fi
g

ATLAS  Simulation Preliminary

t=13 TeV, ts

0.6

1

1.4

1.8

(b)

Figure 4.20: Performance of the MV2 b-tagging algorithm evaluated on tt̄ events [126]. (a) Light
flavour jet and (b) c-jet rejection versus b-jet efficiency with the configurations in 2015 and 2016
data.
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4.5 Large-R jet reconstruction

It is difficult to reconstruct separate jets by using the default jet reconstruction algorithm (anti-kt R = 0.4) for
highly collimated quarks. In our analysis, we reconstruct the vector bosons from high-mass resonance states are
highly-boosted; the opening angles between the quarks from hadronic decay of the W/Z bosons are very small. In
order to reconstruct those highly-boosted W/Z bosons, we exploit the ‘large-R jets’ techniques, i.e. we treat the two
quarks as a single jet. The large-R jets are reconstructed in the anti-kt algorithm with the large radius parameter
R = 1.0. At first, we describe the large-R jet reconstruction method and a pile-up mitigation technique (called
grooming). Then, we see boson tagging techniques and their performance.

4.5.1 Large-R jet reconstruction and grooming

To reconstruct large-R jets, topo-clusters individually calibrated for hadronic signals (local hadronic cell weighting,
LCW [122]) are used to correct energies for effects such as the non-compensation of the calorimeter response,
excitation of atoms, escaping neutrons, and inactive materials. We reconstruct large-R jets with the LCW topo-
clusters using the anti-kt algorithm with a radius parameter of R = 1.0.

Reconstructing jets with larger area induces more effects of pile-up and underlying events. To mitigate these
effects, grooming techniques [128] are adopted for the large-R jets. Whereas there are several grooming techniques,
such as ‘filtering’ [129] and ‘pruning’ [130], we use the ‘trimming’ [131] in which the original constituents of the
jets are ‘reclustered’ using the kt algorithm with a small distance parameter Rsub in order to reconstruct a collection
of ‘subjets’. These subjets are checked whether they carry pT less than a specific fraction fcut of the pT of the
original jet. The trimming parameters used for the analysis are Rsub = 0.2 and fcut = 5%. A schematic view of the
jet trimming procedure is shown in Figure 4.21(a). Figures 4.21(b) and 4.21(c) show the dependence of the mean
jet mass, 〈mjet〉, for trimmed and un-trimmed jets, as a function of number of the reconstructed vertices, NPV. The
lower range, 200GeV ≤ pjet

T < 300GeV, contains hadronic boosted-objects, whereas the range 600GeV ≤ pjet
T <

800GeV is expected to contain top quarks, for which the decay products are merged within R = 1.0. Using the
trimming technique, we can keep 〈mjet〉 low even in the high pile-up condition.

4.5.2 Jet mass definitions

The jet mass is one of the most powerful discriminants for jet flavour tagging and is typically constructed with pure
topo-cluster constituents (i.e. calorimeter information). The jet mass, mcalo, is defined as:

mcalo =

√√√
∑

i∈J

Ei


2

−

∑

i∈J

~pi


2

, (4.15)

where Ei and ~pi represent the energy and momentum of a topo-cluster i, respectively.
The angular spread in the decay products of a boosted massive particle scales as 1/pT. For highly-boosted

W/Z bosons, this spread is comparable with the calorimeter granularity. To these highly-boosted W/Z bosons,
we achieve better mass resolution using the track information as a result of the high spacial granularity of tracks
reconstructed in the inner detector. We construct ‘track-assisted’ jet mass, mTA, using the track information, defined
as:

mTA = mtrack × pcalo
T

ptrack
T

, (4.16)

in which mtrack and ptrack
T are the invariant mass and pT calculated as the four-vector sum of the tracks associated

with the large-R trimmed jet; pcalo
T is the pT of the original trimmed large-R jet, whose constituents are the topo-

clusters.
To achieve the best resolution in overall pT range, a new mass definition, mcomb, is defined using the linear

combination of mcalo and mTA.

mcomb = mcalo × wcalo + mTA × wTA,

where wTA =
σ−2

TA

σ−2
calo + σ−2

TA

,wcalo = 1 − wTA

 , (4.17)
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Figure 4.21: (a) Schematic view of the jet trimming procedure. Evolution of the mean trimmed and
un-trimmed jet mass,〈mjet〉 in the central region |η| < 0.8 as a function of number of the
reconstructed vertices: (b) for 200 GeV ≤ pjet

T ≤ 300 GeV, and (c) for 600 GeV ≤ pjet
T ≤ 800 GeV

[128].
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used as an outlier insensitive measure of the resolution. Due to the non-gaussian components in the
jet mass distribution, the linear combination is not optimised in the lowest bin.

where σTA and σcalo are the resolution of mTA and mcalo, respectively. Figure 4.22 shows the mass resolution for
mcalo,mTA, and mcomb. In the low pT region (pT < 1.2 TeV), the resolution of mcalo is better than that of mTA.
However, this resolution gets worse in higher pT region because the granularity of the calorimeter is not enough.
On the other hand, mTA achieves better resolution than mcalo in high pT region because mTA is calculated using
finer granularity inputs from the inner detector. Combining them, mcomb achieves the best resolution in overall pT
range. Thus, we adopt mcomb for the large-R jet mass in this analysis.

4.5.3 Jet substructure variable to identify boosted two prong jets

To distinguish the hadronic decays of boosted W/Z bosons from massive QCD jets, we adopt a jet substructure
variable, D2 in this analysis. A schematic view of 1-prong jets, which are dominantly from the QCD background
and jets with a resolved 2-prong structure (subjets), such as from boosted W/Z decays, are shown in Figure 4.23.
Two- and three-point energy correlation functions on a jet (e2, e3) enable us to resolve two hard subjets. Here are
the definitions of the functions:

eβ2 =
1

p2
TJ

∑

1≤i≤ j≤nJ

pTi pTjR
β
i j , (4.18)

eβ3 =
1

p3
TJ

∑

1≤i≤ j≤k≤nJ

pTi pTj pTkRβi jR
β
ikRβjk , (4.19)

where pTJ is the transverse momentum of the jet with respect to the beam, pTi is the transverse momentum of
particle i, and nJ is the number of particles in the jet. The boost-invariant angle R2

i j = (φi − φ j)2 + (yi − y j)2 is the
Euclidean distance in the azimuthal rapidity plane. For infrared and collinear (IRC) safety, the angular exponent β
has to be greater than 0.

The 1- and 2-prong jets populate the (e2, e3) phase space regions where:

1 − prong jet : (e2)3 . e3 . (e2)2 .

2 − prong jet : 0 < e3 � (e2)3 .
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(a) (b)

Figure 4.23: (a) 1-prong jet, dominated by collinear (blue) and soft (green) radiation. The angular
size of the collinear radiation is Rcc and the pT fraction of the soft radiation is zs. (b) 2-prong jet
resolved into two subjets, dominated by collinear (blue), soft (green), and collinear-soft (orange)
radiation emitted from the dipole formed by the two subjets. The subjets are separated by an angle
R12 [133].

Background QCD jets dominantly populate the 1-prong region of the phase space, while the boosted W/Z signals
dominantly populate the 2-prong region of phase space. The boundary between the background-rich and signal-
rich regions is e3 ∼ (e2)3, thus we define a observable for discriminating boosted W/Z bosons from QCD jets
as:

Dβ
2 ≡

eβ3(
eβ2

)3 . (4.20)

Jets in the boosted W/Z signal events are characterised by a small value of Dβ
2, while jets in the background events

pre-dominantly have large Dβ
2. In this analysis, we adopt β = 1 for the D2 as a jet substructure variable to identify

boosted two-prong jets.

4.5.4 Boson tagging

To identify the boosted W/Z-boson jets, a cut-based tagger is developed using two discriminants; mcomb and D2,
which represents ‘2-prongness’. The tagger provides a set of mcomb and D2 selections that vary based on the pT of
the jet and provide an approximately constant signal efficiency, 50 and 80 %, over the pT range.

For mcomb, a two-sided mass cut is used while a single-sided cut is applied for D2. To provide a smooth cut
function, optimised cut values as a function of jet pT are provided using two different functions. A polynomial
function is used to fit single-sided D2 cut, and an empirical function,

√
(A/pT + B)2 + (C/pT + D)2, is used to fit

the two-sided mass cut, where A, B,C and D are the fit parameters. The background rejection as a function of pT of
truth jet is shown in Figure 4.24. At pT = 1 TeV, ∼ 70% of background jets are rejected by the optimised working
point with 50% signal efficiency.

4.6 Missing transverse energy reconstruction

We use the missing transverse energy (Emiss
T ) to reconstruct the transverse momentum carried by undetected par-

ticles; neutrinos for the analysis presented in this thesis. Emiss
T is reconstructed with two components; (1) hard

objects, which are fully reconstructed and calibrated particles (electrons, photons, and muons, while hadronic-
decaying τ leptons are included in jet term) and jets; (2) soft objects, which are reconstructed tracks associated
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Figure 4.24: Background rejection in W-boson tagging as a function of pT of truth jets [35]. Two
working points are provided at 50 and 80 % signal efficiency.

with a primary vertex but not associated with the hard objects. Equation 4.21 describes each of the components;

~Emiss
T = −

∑(
~E jet
T + ~Ee

T + ~Eµ
T + ~Eγ

T +
~Eso f t
T

)
, (4.21)

where ~E jet
T , ~Ee

T,
~Eµ

T,
~Eγ

T, and ~Eso f t
T represent the transverse energies of jets, electrons, muons, τ-leptons, photons,

and soft components, respectively. Usually Emiss
T denotes the norm of ~Emiss

T , and we often decompose ~Emiss
T to x

and y directions and define the azimuth of the missing transverse energy as:

tan φ =
Emiss

y

Emiss
x

, (4.22)

where Emiss
x and Emiss

y are the projection of ~Emiss
T on the x- and y-axis, respectively. Systematic uncertainties on

each term in Equation 4.21 are propagated to the Emiss
T uncertainty. Figures 4.25 show the Emiss

T distributions and
resolution with and without genuine missing transverse momentum generated by undetectable particles.
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(a) (b)

(c) (d)

Figure 4.25: (a): Distributions of Emiss
T in Z → µµ events, (b): Distributions of Emiss

T in W → eν
events. The expectation from MC simulation is composed of all relevant backgrounds. The
Data-to-MC ratio is shown in the bottom panels with the shaded areas indicating the total
uncertainties for MC simulations. The RMS width of the Emiss

x(y) distributions (c) binned in
∑

ET and
(d) binned in the number of primary vertices in Z → µµ events.
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Chapter 5

Jet energy calibrations

After the jet reconstruction, we apply several corrections to the reconstructed jets. The calibration procedure is
divided into two large steps: MC-based calibrations and data-driven calibrations. We describe the calibration flow
based on MC simulation in Section 5.1. From Section 5.2, the data-driven, called in-situ, calibrations are described.

5.1 Jet calibration flow and Monte-Carlo based calibrations

Figure 5.1 shows the flow of the ATLAS jet calibration scheme both for (a) small-R (anti-kt R = 0.4) jets and
(b) large-R jets. The calibration steps are largely divided into two stages: Monte-Carlo based and data-driven
calibrations. We only apply two calibrations: the MC-based calibrations and the in-situ calibration, for large-R
jets. Note that the trimming is applied before applying the jet energy calibrations. In this section, we review the
MC-based calibrations: the origin correction, the pile-up corrections, the MC-based calibration, and the global
sequential calibration.

5.1.1 Origin correction

We measure the energy of particles using the calorimeter, thus topo-clusters require to be assigned a direction to
complete their four-vector. The default choice is to point them at the centre of the detector, a better assumption
is, however, that they originated from the position of a primary vertex (Note that the length of beamspot along
the beam line is ∼50 mm). The origin correction accounts for this difference by finding the energy centre of a jet
and then modify the jet so that the energy is unchanged but the direction originates from a primary vertex. This
procedure results in an improvement in the η resolution of jets from 0.06 to 0.045 at pT = 20 GeV and from 0.03
to below 0.006 above 200 GeV [134].

5.1.2 Jet area and residual pileup corrections

Following the origin correction, to reduce the effects of pileup on the jet calibration, we perform an area-based and
residual subtraction methods. pT corrected accounting for the pile-up effects, pcorr

T , is given by:

pcorr
T = pEM

T − ρ × A − α × (NPV − 1) − β × 〈µ〉 , (5.1)

where pEM
T represents the un-calibrated jet pT in the electromagnetic scale. The ρ×A term represents the area-based

subtraction, where ‘ρ’ is the pile-up energy density and ‘A’ is the jet area in the (η, φ) plane.
After the area-based correction, there remains some small pileup dependence of the jet pT, therefore an addi-

tional residual correction is required. The residual pT dependencies on the number of primary vertices NPV and on
the average number of interactions per bunch crossing 〈µ〉 are found to be fairly linear and independent on each
other, thus the dependencies, represented by the term (−α × (NPV − 1) − β × 〈µ〉), are parametrized with NPV and
〈µ〉. The in-time pile-up dependence on NPV is shown in Figure 5.2(a); the out-of-time pile-up dependence on 〈µ〉
is shown in Figure 5.2(b). After the pile-up corrections, there is little pile-up dependence on jet pT.
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Small-R jets at EM-scale 

Small-R jets for physics 

② Pile-up correction 
(Section: 5.1.2)

③ MC-based calibration 
( Section: 5.1.3)

④ Global sequential calibrations 
(Section: 5.1.4)

⑤ In-situ calibrations 
(Section: 5.2)

① Origin correction 
(Section: 5.1.1)

(a)

Large-R jets at HCW-scale 

Large-R jets for physics 

② MC-based calibration 
( Section: 5.1.5)

③ In-situ calibrations 
(Section: 5.2)

① Jet grooming 
(Section: 4.5.1)

(b)

Figure 5.1: Calibration flow for (a) anti-kt R = 0.4 jets and (b) large-R jets. The calibration is
applied to the four-momentum of the jet in each step except for the origin correction [134]. For the
large-R jets, we only apply the absolute MC-based calibration before the in-situ calibrations [135].
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Figure 5.2: Dependence of anti-kt R = 0.4 jet pT on (a) the in-time pile-up (NPV averaged over µ)
and (b) out-of-time one. The dependence is shown binned in η before pile-up corrections (blue),
after the area-based correction (violet) and after the the residual correction (red) [134].

5.1.3 MC-based jet energy scale calibration

After the origin and the pile-up corrections are applied, the average energy response is calibrated to the truth jet
energy by a MC-based jet energy calibration. The jet energy scale factors are derived from a MC simulation sample
with inclusive isolated jets. The distribution of correction factors by the energy response = Ereco/Etruth, is shown
as a function of ηdet, which is defined as the jet η pointing from the geometric centre of the detector, in Figure
5.3(a). There are several gaps on the figure, which represent undetected particles in the transition region between
the segments of the calorimeters. This calibration corrects the average of the reconstructed pT of jets to their truth
value.

Some bias are found in the reconstructed jet η as shown in Figure 5.3(b). The bias is largest in jets which
traverse two calorimeter sub-sectors with different energy responses.The artefact increases the energy of one side
of the jet with respect to the other, biasing the reconstructed four-momentum. The bias in the barrel-endcap
(|ηdet| ∼ 1.4) and endcap-forward (|ηdet| ∼ 3.1) transition regions can be clearly seen in Figure 5.3(b) as a result of
this effect. Thus a second correction needs to be applied to correct the difference between the reconstructed ηreco
and truth ηtruth, parametrized as a function of Etruth and ηdet. The energy response is again used to derive the energy
correction factors. Unlike the other calibration steps, the η calibration modifies only the jet pT and η, not the full
four-momentum.

5.1.4 Global sequential calibration (GSC)

Following the previous jet calibrations, it is observed that there is a difference between the closure of quark and
gluon initiated jets; a quark-initiated jet often include hadrons with a higher fraction of the jet pT that penetrate
into the calorimeter, while a gluon-initiated jet typically contain more particles of softer pT, leading to a lower
calorimeter response and a wider transverse profile. To reduce the difference between the jet responses of quarks
and gluons, further corrections, the global sequential calibrations (GSC) are applied. We apply the corrections
depending on the topology of energy deposits in the calorimeter, tracking information, and muon spectrometer
information. The GSC variables are listed in Table 5.1 and their distributions are shown in Figure 5.4. The
corrections by the GSC variables are applied independently and sequentially without changing the average jet
energy scale in the QCD inclusive jet sample used as a reference. The jet resolution, however, improves as more
GSCs are applied. After the full GSCs are applied, the dependence of the jet response on each observable is
reduced to less than 2%.
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Figure 5.3: (a) The average energy response as a function of ηdet for jets of a truth energy of 30, 60,
110, 400 and 1200 GeV. The response is derived after the origin and pile-up corrections are applied.
(b) The signed difference between the truth jet ηtruth and the reconstructed jet ηreco due to the bias in
the jet reconstruction. This bias is addressed with an η correction applied as a function of ηdet and
Etruth [134].

Table 5.1: Sequence of GS corrections used to improve the jet performance in each |η| region.

 1

structure of the jet is also used, and is defined as the average distance between the tracks associated to
the jet and the calorimeter jet axis, weighted by the track pT:

widthtrk =

X

i

pi
T�R(i, jet)

X

i

pi
T

, (3)

where i refers to the tracks and �R(i, jet) =
q�
⌘jet � ⌘track, i �2

+
�
�jet � �track, i �2.

Activity in the muon chambers is characterized using the number of muon segments behind the jet,
Nsegments (see Sec. 5.3).

7.2. Derivation procedure

The GS corrections are determined in jet |⌘ | bins of width 0.1 from |⌘ | = 0 to |⌘ | = 3.5. Corrections are
derived for jets with pjet

T > 15 GeV at both EM+JES and LCW+JES scales. In each bin and for each
jet collection, the variables that provide the largest improvement in performance have been selected in
an empirical way. The variables used, as well as the order in which they are applied, are summarized
in Table 1. The improvement in performance does not depend on the sequence of the corrections.

|⌘ | region Correction 1 Correction 2 Correction 3 Correction 4 Correction 5
[0,1.7] fTile0 fLAr3 ntrk widthtrk Nsegments

[1.7,2.5] fLAr3 ntrk widthtrk Nsegments
[2.5,2.7] fLAr3 Nsegments
[2.7,3.5] fLAr3

Table 1: Sequence of GS corrections used to improve the jet performance in each |⌘ | region. For jets at the
LCW+JES scale, only the jet corrections based on the tracking and muon segments variables are applied.

For jets at the LCW+JES scale, only the tracking and uncontained calorimeter jet corrections are ap-
plied, since the LCW calibration already takes into account information about the fractional energy
deposited in each layer of the calorimeter, and the energy measured around the jet. No further improve-
ment in resolution is achieved through the use of such variables for jets at the LCW+JES scale.

As described in Sec. 4, many physics analyses take advantage of the increased statistics available from
the AFII simulation, so it is important to determine whether the GS corrections derived from the full
simulation can be applied to jets generated by the fast simulation without loss of performance. In order
to accomplish this, it is su�cient to show that the average jet response dependence on the jet structure
variables in events generated with the full and AFII simulations are compatible. A comparison of the
jet structure variables themselves is also of interest. Unfortunately, the comparison cannot be done
for the last GS correction, since uncontained calorimeter jets are not propagated to the muon spectro-
meter in the fast simulation, so the Nsegments information is not saved. Therefore the GS correction for
uncontained calorimeter jets is not applied for AFII samples.

Figures 1 and 2 show the distributions of the fTile0, fLAr3, ntrk, widthtrk and Nsegments variables in data
and inclusive jet MC events (full and AFII simulation, except for Nsegments), selected as described in

9

GSCcalo GSCtrack GSCmuon

Layer fractions ntrk = number of associated tracks 
widthtrk : tracking jet width

fLayer =
ELayer
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Figure 5.4: The average jet response in a simulation sample as a function of the GSC variables for
three ranges of ptruth

T . (a) The fraction energy in the first Tile calorimeter layer , (b) the fractional
energy in the third LAr calorimeter layer, (c) the number of tracks in a jet, (d) the pT-weighted track
width, and (e) the number of muon track segments in a jet [134]. The calorimeter distributions (a)
and (b) are shown with no GSC corrections applied, the track-based distributions (c) and (d) are
shown with the calorimeter-based corrections applied, and the muon spectrometer information (e) is
shown with both the calorimeter-based and the track-based calibrations are applied.
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Figure 5.5: Schematic representation of the events used to constrain the jet energy scale (JES) and
jet energy resolution: (a) a dijet event, (b) an ideal γ–jet event for use in the direct balance method,
and (c) a multi-jet event with several jets recoiling against the leading jet [48]. In the dijet event, the
third jet should have pT of less than 50 GeV. We use the Z-jet balance method in the small-R jet
energy calibration flow; the Z-jet event can be represented in a similar way with Figure (b).

5.1.5 MC-based calibrations for large-R jets

For the large-R jets, we only apply the MC-based JES corrections to restore the average reconstructed calorimeter
jet energy scale and η to the truth jet energy scale and η. However, in addition to the JES, the jet invariant mass is
also calibrated in the final step [128]. This is important when we use the jet mass in physics analyses because the
jet mass is more sensitive to soft, wide-angle contributions, and to the merging and splitting. In this procedure, we
measure the jet mass response after the standard MC-based jet energy scale calibration. The correction is derived
using the same techniques as the jet energy correction. A correction parametrized in jet pT, η, and mass is applied
keeping the jet pT constant.

5.2 in-situ jet energy calibrations

Following the MC-based calibrations, we apply a set of data-driven ‘in-situ’ calibrations as the final stage of the jet
energy calibration. In this section, we concentrate on the in-situ calibration methods for the large-R jets because
the calibration performance of the large-R jets is more significant for the analysis than the performance of the usual
anti-kt R = 0.4 jets.

The strongest constraints on the pT response are based on topologies where a jet recoils against a well-calibrated
reference object or system, such as a photon and a small-R jet in a well-understood region (i.e. with lower pT,
and in the central part of the detector). The reference objects are selected depending on jet pT to obtain a best
performance. Transverse momentum conservation allows a determination of the jet energy resolution and the
transfer of the transverse momentum scale of the reference object to the probe jet. The three topologies used in
the calibrations are schematically depicted in Figure 5.5; (a) the dijet, (b) gamma-jet, and (c) multi-jet balance
methods.

5.2.1 Determination of the jet energy resolution from dijet events

This subsection provides the methods used to measure the jet energy resolution (JER), with the topologies of Figure
5.5 (a), using the pT balance between the leading and the sub-leading large-R jets. We define a pT asymmetry
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between the two jets as:

A = 2
p1

T − p2
T

p1
T + p2

T

, (5.2)

where p1
T and p2

T are the transverse momenta of the two leading jets in an event. The distribution of the asymmetry
follows a gaussian function. The width of the distribution is related to the momentum resolution of each jet, and is
estimated by an iterative fit with a gaussian function, changing the fitting range at every iteration:

1. the first fit is over the full histogram range (typically A=[-1,1]),
2. the second fit is performed in a window of 2 σ around the first fit result,
3. the third fit is performed in a window of 2 σ around the second fit result.

The width of the asymmetry distribution depends on multiple effects; (1) the detector resolution, (2) the intrinsic
particle-level width, which arises due to energy flow not captured by the finite-size jets (out-of-cone radiation).
Since the latter effect is uncorrelated with the detector response, the component of the asymmetry width due to the
detector resolution can be determined by subtracting in quadrature the asymmetry width of particle-level (‘truth-
level’) jets from that of reconstructed jets:

σA,Det =

√
σ2

A,reco − σ2
A,truth . (5.3)

If the two jets are both central (|η| < 0.8), they have approximately the same resolution. In this case, both jets
contribute the same amount to the asymmetry distribution, the relative jet-pT resolution is defined by:

σ(pavg
T )

pavg
T

∼ σ(A)√
2

. (5.4)

The resolution of the forward jets (in the region 0.8 < |η| < 2.0), which is significantly different from that of central
one, is extracted from the width of the asymmetry distribution in events where a central jet balances with a forward
jet. The result for the resolution of the central jets is corrected by subtracting the asymmetry of the central dijet
systems:

σ(pfwd
T )

pavg
T

=

√
σ(Actl,fwd)2 − σ(Actl,ctl)2

2
, (5.5)

where the labels (ctl) and (fwd) refer to the central and forward detector. The measured resolution of the truth jets
is indicated in Figure 5.6. An example of the fit on 2016 data is shown as the solid black curve with the round
markers, where the measured relative resolution σ(pT)/pT is plotted as a function of the average pT of the two
jets, pavg

T . The other curves show the result of simulations based on three MC generators: Pythia8, Herwig++, and
Sherpa 2.1. The ratio of the jet energy resolution between data and MC simulation samples, is shown Figure5.6
as well. For each of the generators, the width of the detector-level asymmetry is shown as a solid line, while the
particle-level asymmetry is indicated by a dashed line.

The online selection of the events relies on a combination of jet triggers. This selection includes triggers based
on small-R jets and large-R jets, with pT thresholds ranging from 110 GeV to 420 GeV. The triggers are chosen
to be practically 100% efficient in the pT range considered. Dijet events with two large-R jets in opposite side of
the detector in the transverse direction are selected by requiring ∆φ > 2.5 to ensure that they are back-to-back.
The third large-R jet in the event should have pT of less than 50 GeV. These requirements ensure a proper dijet
topology, where the pT of both jets balance with each other.

The relative resolution estimated from the pT asymmetry of the two jets, after the subtraction of the truth
resolution, is shown in Figure 5.7. Figure 5.7(a) corresponds to the central detector region (|η| <0.8), and 5.7(b)
corresponds to the the pseudo-rapidity interval between 0.8 and 2.0. The relative resolution σ(pT)/pT is extracted
from the asymmetry distribution. The total uncertainty on the measurement is shown as the green band. The relative
JER is estimated by comparing the MC expectations to the resolution measured in data. The central position of the
line is computed from an average over all MC generators, while the envelope of the MC predictions is indicated
with the red band. The result in the central region is in reasonable agreement with the prediction. The residual
uncertainty on the jet energy resolution is approximately 2% at 300 GeV. The uncertainty increases slowly at higher
pT, but remains well below 5% up to 1 TeV. The resolution of the forward jets is smaller in the MC simulation
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Figure 5.6: Comparison between jet pT resolution in data and in simulation, uncorrected for
truth-level intrinsic asymmetry resolution, as a function of the average jet pT (black, round
markers). The measurement is compared to predictions from Monte Carlo simulation based on
three generators: Pythia8 in light blue, Herwig++ in green and Sherpa 2.1 in purple. Also an
unweighted average of the three is shown. Statistical errors are usually smaller than the size of the
marker. The resolution at the truth-level is also shown, with dashed lines with the same colour
coding. The plot (a) corresponds to the central region (|η| < 0.8), and (b) corresponds to the forward
region (0.8 < |η| < 2.0) [48]

samples, typically by 5-10%. The choice of the MC generator has a small effect on the resolution. The deviation
from unity is never larger than 10-15%.

The total uncertainty on the in-situ determination of the JER is shown in Figure 5.8 as a function of the average
pT in two pseudo-rapidity regions. A breakdown of the uncertainties into individual sources is presented as well.
The pT scale of the small-R jets is varied within its uncertainty, leading to a 2-3% variation in the measured
resolution, labelled as “JES uncertainty” in Figure 5.8. The ∆φ requirement is also varied from 2 to 3, which has
an effect primarily at low pT. Finally, the MC modelling uncertainty is estimated as the variation in the result for
different generators (Pythia8 is chosen as a nominal sample, Herwig++ and textscSherpa 2.1 as the variations).

5.2.2 Photon-jet balance calibration

The large-R jet energy scale can be constrained using the ideal photon–jet (γ–jet) final state as shown in Figure
5.5(b), because the energy of the photons can be measured more precisely in the electromagnetic calorimeter than
the jets. In Run-1 at

√
s = 7 and 8 TeV, the photon energy calibration had an uncertainty of ∼ 0.3% [136]. The

photon calibration in Run-2 used in this thesis has similar uncertainties [118].
The γ–jet method [137] is based on the balance between the large-R jets and the photons:

B =
pjet

T

pref
T

, (5.6)

where the reference momentum pref
T = pγT

∣∣∣ cos (∆φ)
∣∣∣ is a component of pγT collinear to the jet. The balance B

is calculated in both collision data and MC simulation samples. The double ratio of data and MC is defined as
follows:

〈Bdata〉
〈BMC〉 ≡

〈pjet
T /pref

T 〉data

〈pjet
T /pref

T 〉MC
, (5.7)

which defines a residual mis-modelling in the jet energy scale calibration. If the reference photon is well measured
experimentally and correctly modelled in simulation, any deviation in the double ratio can be attributed to the
mis-modelling of the jet response in the MC simulation.
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Figure 5.7: Comparison of the measured jet pT resolution in data and Monte Carlo simulation, as a
function of the average jet pT, after subtraction of the truth resolution. Figure (a) corresponds to the
central region (|η| < 0.8), and (b) to the pseudo-rapidity interval of 0.8 < |η| < 2.0. The green error
band represents the statistical and systematic uncertainties added in quadrature. The red band shows
the average of three Monte Carlo simulations and their envelope. The smaller panels below in each
plot show t the ratio of the resolution in data the Monte Carlo simulation [48].
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Figure 5.8: The uncertainty on the ratio of the jet pT resolution measured in dijet events and in
Monte Carlo simulation as a function of the average jet pT. The fit uncertainty is indicated with the
dark filled region, the total uncertainty with the light colour. Contributions from three sources are
estimated separately by propagating uncertainty on the pT scale to the measurement, by varying the
∆φ selection and by changing the Monte Carlo generator. Figure (a) corresponds to the central
region (|η| < 0.8), and (b) to the forward region (0.8 < |η| < 2.0) [48].
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Table 5.2: Summary of the event selections for the in-situ transverse momentum constraint in γ–jet
events. Here J1 refer to the leading large-R jet, and J2 to the leading small-R jet. Eiso

T is the
calorimeter energy in a 0.4 cone around the photon, excluding a smaller region around the photon
[48].

Object Selection Description
Photon (γ) Single photon triggers Trigger

pγT > 25 GeV, |ηγ| < 1.37 Pre–selection
Tight photon ID Identification

Eiso
T < 0.022 ET + 2.45 GeV Isolation

Large-R Jets (J1) pJ1
T > 15 GeV Pre–selection

∆R (γ, J1) > 0.2 γ Overlap Removal
Small-R Jets (J2) Loose quality requirements Jet Cleaning

JVT > 0.59 for pT < 60 GeV, |η| < 2.4 Pileup Removal
∆R (γ, J2) > 0.4, ∆R (J1, J2) > 1.4 Overlap Removal

Muons (µ) ∆R (J1, µ) > 1.0 J1 Overlap Removal
Topological ∆φ(γ, J1) > 2.8 Separation Angle

pJ2+µ
T < max

(
15 GeV, 0.1 pref

T

)
Extra–radiation Veto

The γ-jet measurement follows the measurement in Reference [137], with some modifications and updates
to match the latest configurations. Events are selected by requiring the presence of a photon satisfying the tight
identification requirements [138] (In the tight identification requirement, such as the shower shapes in the first
layer of the calorimeter are examined.) and a large-R jet that satisfies the requirements summarised in Table 5.2.
For the online event selection, a combination of single photon triggers with pT thresholds ranging from 20 GeV to
140 GeV is used. These cuts, in particular that on the azimuthal angle between the probe jet and the photon, are
designed to select events where the transverse momentum is predominantly carried by the leading large-R jet, J1,
and the leading photon, γ. We apply a photon ‘purity’ correction to the mean of the balance in results in data to
correct for contamination by jets or electrons that may skew the nominal pT balance. The photon purity correction
is derived using the ‘side-bands’ of the photon isolation1 and ID2, known as the ‘ABCD’ method [139].

The γ–jet balance method provides a precise constraint on the average of the jet pT scale. The mean value
of the balance B (defined in Equation 5.6) between the large-R jet and the recoiled photon is extracted from data
and MC simulation samples by fitting the distribution of the balance with a gaussian function in bins of reference
pT and η. The uniformity of the large-R jet response across the detector geometry is studied; the γ–jet balance
results as a function of the pseudo-rapidity of the probe jet is shown in Figure 5.9(a). The result in the upper panel
shows the values of B for the γ–jet balance distribution in data and MC simulation samples; the smaller panel
below shows the ratio of data and MC. The relative response is flat at the percent level in the central region to |η|
< 1.2. The measured response in the forward region, however, shows a considerable structure. The MC simulation
samples fail to correctly reproduce this structure, leading to a gradual increase of the data/MC ratio between |η| ∼
1.2 and ∼ 2.5. In Figure 5.9(b) the result is plotted as a function of the reference pT. We use the ratio between the
result obtained in data and MC simulation to correct the jet energy scale.

The systematic uncertainties on the γ–jet in-situ pT scale arise in four main categories; extra radiation outside
the jet, the measurement of the photon, the presence of the pileup jets, and the MC physics modelling. The effects
from the extra radiation on the balance are assessed by varying the topological selections and the overlap removal
∆R (J1, j2) between the large and small-R jets. The effects of the photon measurement are assessed by varying
the energy scale and resolution of the photon calibration, as well as by varying the measured photon purity. The
effects from the pileup jets on the calibration are estimated by varying the threshold for the jet–vertex–tagger (JVT,
described in subsection 4.4.3) [125] selection threshold on the small-R jets. Lastly, the analysis is repeated with
alternative Sherpa2.1 MC samples to assess the modelling uncertainty on the nominal Pythia8 samples. As shown

1The calorimeter isolation variable Eiso
T is defined as the sum of the ET of topological clusters deposited in a cone of size ∆R = 0.4

around the photon candidate, excluding an area of ∆η × ∆φ = 0.125 × 0.175 centred on the photon cluster, and subtracting the expected
photon energy deposit outside of the excluded area.

2The photon identification decision is based on a set of shower shape variables computed from energy deposits in the first and second
layers of the electromagnetic calorimeter, and from leakage to the hadronic calorimeter.
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Figure 5.9: The ratio of the mean values of the γ–jet balance distribution in data and Monte Carlo
simulation (a) versus η of the large-R jet, and (b) versus reference pT (the photon pT scaled by the
cosine of the angle between the photon and the jet). The blue uncertainty band on the relative
response includes the statistical and systematic uncertainties [48].
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Figure 5.11: Typical diagrams of (a) the γ–jet and (b) the multi-jet events.

in Figure 5.10, the overall combined systematic and statistical uncertainty is approximately 1% for the pref
T range

from 100 GeV to 1 TeV. The photon energy scale uncertainty is the dominant source over most of the pT range.
This uncertainty is of the same order as the total JES uncertainty for R = 0.4 jets in Run 1 [137, 140].

5.2.3 Multi-jet balance calibration

To search for the diboson resonances in the higher mass range (resonance mass > 2 TeV), it is essential to determine
pT of highly-boosted W and Z bosons (pT > 1 TeV) precisely. As photons are produced via the electromagnetic
interaction, as shown in Figure 5.11(a), the γ–jet events are statistically limited in the higher pT range (pT > 1TeV).
To extend the pT range of the jet energy calibration to higher pT, multi-jet events are used: the reference pT is the
vector sum of the precoil

T of multiple, fully-calibrated jets balancing with a single, energetic large-R jet [140]. A
typical example of the multi-jet events is shown in Figure 5.11(b), which is produced only via the strong interaction.
A schematic representation of the event topology used in this method is shown in Figure 5.5(c) and Figure 5.12.

There are two options:

• to use the small-R jets as the recoil jets,

• to use the large-R jets as the recoil jets.

pT of the small-R jets are well-calibrated up to 2.0 TeV; the small-R jets are already fully calibrated including the
small-R multi-jet balance method. We decided to use the small-R jets as the recoil jets, thereby we can calibrate
the energy of the large-R jets as high as possible and minimise the large-R JES uncertainties.

The transverse momentum balance, BMJB is defined as:

BMJB =
pleading

T

precoil
T

, (5.8)

where pleading
T is the transverse momentum of the leading large-R jet and precoil

T is the vectorial sum of the transverse
momenta of the ‘recoil system’ with small-R jets. The mean value of the BMJB is measured both in data and MC
simulation samples in bins of precoil

T . The data-to-MC double ratio Bdata
MJB/BMC

MJB allows the estimation of the response
of high-pT jets.

Events used in the multi-jet balance (MJB) analysis are selected online by triggering on the leading small-R jet,
using the single jet triggers. For each precoil

T bin, a small-R jet trigger with the optimal threshold of jet pT is used to
select events efficiently. The triggers used for 200 GeV < precoil

T < 550 GeV are prescaled, whereas an unprescaled
jet trigger with pT threshold of 380 GeV is used for precoil

T > 550 GeV. The other selections are summarised in
Table 5.3. For small-R jets with pT < 60 GeV, the JVT [125] selection is applied to suppress the pileup jets. The
large-R probe jet is required to have |ηdet| < 1.2, while the small-R jets that constitute the recoil system are required
to have |ηdet| < 2.8. To select events with the multi-jet recoil systems, the leading jet in the recoil system (pjet2

T ) is
allowed to have less than 80 % of the total transverse momentum of the recoil system (asymmpT = pjet2

T /precoil
T <

0.8). Furthermore, the angle in the azimuthal plane between the leading large-R jet and the vector defining the
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Table 5.3: Summary of the event selection for the multi-jet balance analysis [48]. The variables
used in the selections are defined in Figure 5.12.

Variable Selection
Pseudo-rapidity |η| < 1.2 (probe jet), |η| < 2.8 (recoil jets)
Separation angle α |α − π| < 0.3
Separation angle β ∆R >1.5
Number of recoil jets ≥ 2
Asymmetry recoil system asymmpT < 0.8

 4

��	���������	�
��
2

pT leading jet

pT recoil system

α
pT non-leading jetsβ

Jeff tool の anti-kt10 jet への適用 
Jeff の tool を anti-kt 10 jet に適用する。 
non-leading jet は anti-kt4/10 どっちでもいいので 
• leading jet          : anti-kt10 trimmed jet 
• non-leading jets :  anti-kt4/anti-kt10 trimmed 
となるようにコードを変更 ( 念のために Jeff とも少し相談 ) 
した後に grid job を MC/data 共に流した。 
job 待ち, 

Jet1

Jet2

Jet3
Jet4

Figure 5.12: Schematic view of the variables used in the multi-jet balance selections.

recoil system, α, is required to satisfy |α − π| < 0.3, and β, the distance in η-φ between the leading large-R jet and
the nearest small-R jet from the recoil system, is required to be greater than 1.5.

Figure 5.13(a) shows the distribution of the mean transverse momentum balance for the leading-pT large-R
jets. The balance increases from approximately 0.94 at pT of 200 GeV to 0.98 for jets with pT between 1-3 TeV.
The MC simulation samples show a similar trend, but have a less pronounced slope. As a result, the data/MC ratio
retains a slight slope.

The shaded band in the data/MC ratio plot of Figure 5.13(a) represents the total uncertainty of the measurement.
The reference system in the multi-jet-balance method is made of small-R jets. They are calibrated using several
in-situ approaches described in Reference [137, 140]. Thus, the JES uncertainty of the recoil system depends on
the systematic and statistical uncertainties on each in-situ procedure. To propagate the uncertainties to the multi-
jet-balance method, all input components are individually varied by ±1σ and a full iterative analysis procedure
is taken. In this study, no assumption is posed on the flavour of the recoil jets (originating from a gluon, a light
quark, or a heavy-flavour quark); this is also a source of the systematic uncertainty. The uncertainty on the multi-
jet-balance observable due to the jet flavour response is evaluated by propagating the small-R jet flavour response
uncertainties.

The event selection criteria and the modelling in the event generators directly affect the pT balance used to
obtain the multi-jet-balance results. The impact of the event selection criteria is estimated by shifting each cut
point by a specified amount in both direction and observing the change in the results. Using a similar approach
to the systematic uncertainties in the small-R in-situ analysis, the pT threshold for recoil-jets is shifted by ± 5
GeV, the asymmetry of pT asymmpT = pjet2

T /precoil
T is shifted by ± 0.1, the angle α is shifted by ± 0.1, and the

angle β is shifted by ± 0.4. The uncertainty due to the MC modelling of the multi-jet events is estimated from a
symmetrised envelope of multi-jet-balance corrections obtained by comparing the nominal results obtained with
Pythia8 to those obtained with Sherpa2.1 and Herwig++.
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Figure 5.13: (a) Mean transverse momentum balance for leading-pT large-R jets (|η| ≤ 1.2)
balanced against a system with at least two small-R jets (pT ≥ 25 GeV, |η| ≤ 2.8), as a function of
the pT of the recoil system. In the main panel the measured balance (black, closed circles) is
compared to the prediction in Monte Carlo simulations based on several generators: Pythia8 (red,
square markers), Sherpa2.1 (blue, triangular markers) and Herwig++ (pink, triangular markers). In
the smaller panel the ratio of data and MC is presented. The shaded band indicates the total
uncertainty on the measurement. (b) The fractional uncertainty on the jet energy scale derived from
leading-pT large-R jets with pT ≥ 300 GeVand |η| ≤ 1.2 balanced against a system with at least two
small-R jets (pT ≥ 25 GeV, |η| ≤ 2.8), as a function of the pT of the recoil system [48].

Figure 5.13(b) shows the distribution of the fractional uncertainties on the jet energy scale derived for the
leading-pT large-R jets recoiling against multiple small-R jets. The total fractional uncertainty is comprised of
several sources: the uncertainty on the pT scale of the jets in the recoil system; the uncertainty on the flavour
composition of the calibration samples and response uncertainties (combined); the uncertainties on the schemes
used to match pileup condition in data and MC; the uncertainties on the ‘punch-through’ jets, which are hadronic
or electromagnetic showers not contained in the calorimeter volume, which results in tracks in the muon detectors;
the modelling uncertainty accessed as the differences between Pythia8 and Herwig++, Sherpa2.1; and finally the
uncertainties on the event selection criteria, accessed by varying the cut values.

The results presented in this subsection are the first results of the large-R MJB. By these results, we calibrate
the W and Z bosons decaying hadronically up to 3 TeV within the systematic uncertainty of 5-6 %.

5.3 Combination procedure

The measurements of the relative response of the jet pT obtained with different in-situ methods are combined to
constrain the JES uncertainties over a broad range, following the combination procedure described in more detail
in Reference [141]. The data-to-MC pT response ratios obtained from the γ–jet and multi-jet balance are combined
to produce a single pT response measurement. The systematic uncertainties of the measurements are propagated
through the combination procedure to yield an associated jet pT scale uncertainty.

The in-situ pT measurements are given in bins of transverse momentum of pref
T . The combination proceeds

in three steps which take into account correlations between uncertainties and inconsistencies between the in-situ
methods:

1. Toy Monte Carlo method: To combined the γ–jet and multi-jet balance measurements, we use pseudo
experiments from the nominal Monte Carlo sample carried out to represent the combination of the measure-
ments. These pseudo-experiments are used to consistently propagate all uncertainties to the combined results
taking into account the correlation between the measurements. The pseudo-experiments represent the full
list of available measurements and contain the full chain of the uncertainty evaluation including interpolation
and averaging (described in the following steps).

2. Interpolation: The relative pT response (i.e. the ratio of measured and simulated response) is defined in fine
pref

T bins for each in-situ method, and interpolated with splines based on first- or second-order polynomials.
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Figure 5.14: Average jet pT response ratio of data-to-Monte Carlo simulation as a function of jet
pT. The combined result (blue and green bands) is based on two in-situ techniques: γ–jet balance
method (purple markers) and the multi-jet balance (open red markers). The errors represent the
statistical (inner error bars) and the total uncertainty (statistical and systematic uncertainties added
in quadrature, outer error bars). The results are applied to the trimmed anti-kt jets with R = 1.0 [48].

3. Averaging: The combination is carried out using a weighted average of the in-situ measurements based
on a χ2-minimisation. The weights take into account the statistical and systematic uncertainties, as well as
correlations and differing bin sizes. The local χ2 is also used to define the level of agreement between the
in-situ measurements where they overlap.

The full set of uncertainties is propagated to the combined result using the pseudo-experiments. The sources
of the systematic uncertainties are treated according to the Hessian formalism; each uncertainty source is fully
correlated across the kinematic region(pT,η), while it is assumed to be uncorrelated with the other sources. The
sources of uncertainty that affect both the small-R and large-R jet in-situ calibration are treated as fully correlated.
The reduced χ2 is defined by

√
χ2/ndof , where ndof is the number of degrees of freedom (in this case, the number

of combined measurements contributing to the average in a particular pT bin). If there is disagreement between
different in-situ measurements (i.e. when the reduced χ2 value is larger than 1), the uncertainty sources are rescaled
by the reduced χ2. A smoothing procedure, using a variable-size sliding interval with a Gaussian function, is ap-
plied to the nominal data-to-MC response ratio and the systematic uncertainties. It removes spikes due to statistical
fluctuations in the measurements, as well as discontinuities at the first and last point in a given measurement.

In Figure 5.14, the ratio of the jet pT response in data and MC simulation is shown as a function of the jet
pT. The combined results are obtained from the two methods, namely the γ–jet and multi-jet balance methods.
The two methods show some tension in the pT range where both have results, which extends from 300 GeV up
to approximately 1 TeV. In that whole range the local χ2 per degree of freedom of the fit varies between 1.4 and
2. Below 300 GeV the only constraint comes from the γ–jet method. At higher pT the multi-jet balance method
quickly acquires more weight in the fit and extends the constraint up to well over 2 TeV.

The response in data determined by the combination of these two in-situ methods is 5% lower than the expecta-
tion n MC simulation at low pT. This is significant considering the total uncertainty approaches 1%. For momenta
around 1 TeV the data/MC response ratio reaches a plateau at a value about 0.98 with an uncertainty of 1%. Above
1.5 TeV the uncertainty steadily grows, and reaches 3% at 2.4 TeV.

A breakdown of the total JES uncertainty is presented graphically in Figure 5.15. Each curve corresponds to
the contribution of a nuisance parameter from the small-R analysis to the large-R combination. Uncertainties on
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Figure 5.15: Breakdown of the combined uncertainty on the large-R jet pT response, as a function
of jet pT [48]. Contributions from the nuisance parameters of the γ–jet and multi-jet balance
methods are shown. As the multi-jet balance method relies on the small-R jet pT, the nuisance
parameters from all the methods for the small-R jet calibration (the Z–jet, the γ–jet, the multi-jet
balance method) appear. The y-axis reflects not only the uncertainty introduced by a given nuisance
parameter, but also the weight of the corresponding method in the combination. The nuisance
parameters related to the γ–jet method (both directly and through their effect on the multi-jet
balance) are shown in Figure (a). those of the multi-jet balance method are shown in Figure (b).
The nuisance parameters related to the flavour, pile-up, dijet calibration, and high pT particles
uncertainties are shown in Figure (c).

the photon energy response are dominant in the γ–jet method at the intermediate pT range, as expected. Modelling
uncertainties play an important role at low pT. We use a similar γ–jet method to calibrate the small-R jets, thus
the γ–jet uncertainties also affect the multi-jet balance, through their contribution to the small-R JES, used as the
reference scale in that method. Both contributions; (1) the large-R γ–jet uncertainties and (2) the small-R γ–jet
uncertainties propagated through the multi-jet balance, are summed in Figure 5.15(a). Figures5.15(b) and 5.15(c)
present the remaining nuisance parameters of the multi-jet balance method. Their contribution to the combined
uncertainty is significant only at high pT, where the multi-jet balance has a considerable weight in the combination.
The dominant sources of the systematic uncertainties are the electron energy scale, the flavour composition and the
variations of the pT asymmetry cut.
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Chapter 6

Event selection

In this chapter, we overview the event selections used for the search of the diboson resonances. We categorise the
events depending on the production mechanism and the event topology.

• Production mechanism:

– Merged category: Hadronically decaying vector bosons are reconstructed as large-R jets. This category
shows high sensitivity in the higher mass region.

– Resolved category: Hadronically decaying vector bosons are reconstructed pairs of small-R jets. This
category is used to reconstruct the diboson resonances in the lower mass region.

• Event topology:

– VBF category: High-pT jets are observed in the forward direction. These jets are considered to be
produced via the vector boson fusion process.

– ggF/qq̄ category: The events failing the VBF category are processed in the ggF/qq̄ category.

A schematic summary of the event selection is shown in Figure 6.1. We describe the event selection in each of the
categories in this chapter. The event selections both for the merged and resolved analyses are optimised using MC
simulation samples, assuming the integrated luminosity to be 36.1 fb−1.

6.1 Trigger selection

The single-lepton trigger is a straight-forward choice to collect the dataset for this analysis. We adopt a set of
un-prescaled1 triggers with the lowest threshold in each data-taking period, as summarised in Table 6.1.

6.1.1 Electron channel

To record events in the electron channel, we exploit single-electron triggers with the transverse energy thresholds
of 24 GeV and 26 GeV in 2015 and 2016, respectively. These lowest threshold triggers require electron candidates

1Prescaled triggers randomly reject a fixed fraction of triggers to keep the total trigger rate within an allocated value

Table 6.1: The list of triggers used in the analysis. In the table, ID and ISO represent the
identification and isolation criteria, which are explained in Section 4.2.4 and 4.2.5, respectively.

Data-taking period Electron channel
Muon channel

pT (µν) < 150 GeV pT (µν) > 150 GeV

2015
Ee

T > 24GeV, Medium ID pµT > 20GeV, Loose ISO
Emiss

T > 70GeVEe
T > 60GeV, Medium ID pµT > 50GeV

Ee
T > 120GeV, Loose ID

2016a (run < 302919)
Ee

T > 26GeV, Tight ID, Loose track ISO pµT > 26GeV Medium track ISO
Emiss

T > 90GeVEe
T > 60GeV, Medium ID, no d0 cut pµT > 50GeV

(L < 1.0 × 1034 cm−2 s−1) Ee
T > 140GeV, Loose ID, no d0 cut

2016b (run ≥ 302919)
same as above same as above Emiss

T > 110GeV
(L < 1.7 × 1034 cm−2 s−1)
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Events (Data, MC)
WW/WZ channel

VBF Merged VBF Resolved ggF/qq̅ Merged ggF/qq̅ Resolved

Event selection
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• WR 

• CR
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• CR• HP SR
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Higher mass Higher massLower mass Lower mass

Figure 6.1: Schematic summary of the event categorisation and the event selections. Signal region
(SR) is the main analysis region; Control region (CR) is the background-rich region, which is used
to normalise the major contributions from the SM background.

to pass the isolation requirements, which have at least 90% efficiency with respect to each selected offline electron
depending on the lepton pT. We apply no isolation requirements, but looser identification requirements in the
triggers with higher thresholds. To mitigate the efficiency loss due to the isolation requirements, a logical OR with
the higher threshold triggers is used in the electron channel. Figure 6.2(a) shows the trigger efficiency taking the
logical OR among the three triggers; Figure 6.2(b) shows the trigger efficiency of the lowest threshold trigger.

6.1.2 Muon channel

The single-muon triggers with the lowest pT threshold of 20 (26) GeV are used to the data in 2015 (2016), whereas
they are subject to a large inefficiency due to limited trigger coverage. By exploiting the single-muon triggers,
about 70 % efficiency is expected in the muon channel. This efficiency is lower than the efficiency of the single-
electron trigger; about 90 % is expected in the electron channel. To compensate the poor efficiency in the muon
channel, we adopt the missing transverse energy (Emiss

T ) trigger at high-pT region. The Emiss
T trigger has an online

threshold of 70 GeV for the 2015 data and of 90–110 GeV for the 2016 data. The muon track pT is not considered
in the Emiss

T calculation in the trigger algorithm and pT of the muon-neutrino system (pT (µν)) is comparable with
the Emiss

T at the trigger level.

Study of the Emiss
T trigger efficiency

The performance of the Emiss
T trigger as a function of pT(µν) has been studied both in the merged and resolved

analyses. Since the Emiss
T triggers are independent from the single-muon triggers, the performance is estimated

using datasets collected with the single-muon triggers. For the merged category, the following selections are
applied:

• exactly one single-muon with pT > 27 GeV,

• Emiss
T > 100 GeV,

• at least one large-R jet with pT > 200 GeV and |η| < 2.0,

• passed the single-muon triggers.

For the resolved category, the following selections are applied:

• exactly one signal muon with pT > 27 GeV,

• Emiss
T > 60 GeV,
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Figure 6.2: (a) Trigger efficiency with taking logical OR among three single-electron triggers, as a
function of transverse energy of offline electron candidates (ET). (b) Trigger efficiency of the
trigger with the lowest threshold (HLT_e26_lhtight_nod0_ivarloose) as a function of transverse
energy of offline electron candidates [142]. The efficiency of the trigger with the lowest threshold in
(b) is slightly lower than the efficiency of the logical OR among the three single-electron triggers in
(a) due to the isolation requirements imposed on the lowest threshold trigger.

• at least two small-R jets with pT > 20 GeV and |η| < 2.5,

• passed the single-muon triggers.

The Emiss
T trigger efficiency is evaluated as:

Efficiency =
Number of events passingthe selections and Emiss

T triggers
Number of events passing the selections

. (6.1)

Figures 6.3(a) and 6.3(b) show the estimated efficiency of the Emiss
T triggers to the W+jets MC sample in the merged

and the resolved category, respectively. We derived the scale factors (SF) to the events with 150 < pT(µν) < 200
GeV to take into account for the difference on the efficiency between the data and the W+ jets MC sample. The
definition of the SF is:

SF =
EfficiencyData

EfficiencyMC . (6.2)

The calculated SF is fitted using a error function:

SF = 0.5 ×
1 + erf


Emiss

T − p0√
2 × p1


 , (6.3)

where p0 and p1 represent the threshold and the width of the fit function. The systematic uncertainty on the scale
factors are evaluated to be approximately 2% by comparing the results with the results obtained by the tt̄ MC
sample.

We expect approximately 100 % efficiency at the region of pT(µν) > 200 GeV. In the merged analysis, we
only use the Emiss

T triggers in the muon channel since we apply an offline selection with pT(`ν) > 200 GeV. The
signal acceptance improves by about 30 % using the Emiss

T triggers instead of the single-muon triggers; by this
improvement, the sensitivity in the combined e + µ channel improves by about 10 % in particular at the high-mass
region, where the sensitivity is mainly dependent on the signal acceptance. In the resolved analysis, the Emiss

T
triggers are used at pT (µν) > 150 GeV and the events with pT (µν) < 150 GeV rely on the single-muon triggers.
With the steady increment in the LHC luminosity, the trigger menu is kept updated to suppress the trigger rate
below the budget. To follow the changes on the trigger menu, thresholds on the Emiss

T triggers are changed for
different periods of data-taking as shown in Table 6.1.
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Figure 6.3: (a) efficiency of Emiss
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Table 6.2: Selections for (a) the electron, (b) muon, (c) small-R jet, and (d) large-R jet candidates
used in this analysis. Veto and signal leptons are defined to require exactly one lepton in a event.

Electrons
Veto Signal

pT threshold 7 GeV 27 GeV
|η| < 2.47 < [1.37, 1.52]

Identification LooseLH TightLH
Isolation LooseTrackOnly FixedCutTight
|d0/σ(d0)BL| < 5 < 5
|z0 sin θ| < 0.5 mm < 0.5 mm

(a)

Muons
Veto Signal

pT threshold 7 GeV 27 GeV
|η| < 2.7 < 2.5

Identification Loose Medium
Isolation LooseTrackOnly FixedCutTightTrackOnly

|d0/σ(d0)|w.r.t.BL < 3 < 3
|z0 sin θ| < 0.5 mm < 0.5 mm

(b)

Signal Small-R Jets
Algorithm anti−kt, R = 0.4

pT threshold 20 GeV
|η| < 2.5 (4.5 for VBF jets)

Quality not “bad” jet
Pile-up Removal JVT < 0.59 when |η| < 2.4 && pT < 60 GeV

b-Tagging (if applied) MV2c10, 85% efficiency
(c)

Signal Large-R Jets
Algorithm anti−kt, R = 1.0

pT threshold 200 GeV
|η| < 2.0

Mass threshold 50 GeV
(d)

6.2 Pre-selections of event

The selections for each of the object candidates used in this analysis are summarised in the Table 6.2. We applied
the following selections as ‘pre-selection’ to the recorded events:

Good Runs List (GRL)
To assure a good data quality, the following requirements are applied as the Good Runs List:

• LHC was in the stable-beam mode,

• Magnets were ON,

• All sub-detectors were working without any errors.

Primary vertex
The events are required to have at least one primary vertex: a vertex with at least two tracks with pT,trk >

400 MeV, where pT,trk is the transverse momentum of tracks associated with the vertex.
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Sub-detector error veto
Events are rejected if any of the sub-detectors was in an error state.

Other selections
To reduce the data size, the candidate events are required to satisfy the following requirements:

• One signal lepton is reconstructed,

• There is no additional “veto” leptons,

• pT(`ν) > 75 GeV,

• At least one large-R jet or at least two small-R jets are reconstructed

6.3 Event categorisation

The sensitivity to resonances of different masses is optimised by categorising the events according to the topology,
production mechanism, and amount of background. This section provides the description for each of the categories.
The event selection criteria are summarised in Table 6.3 and 6.4 for the merged and resolved analyses respectively.
Figure 6.5 illustrates the jet selections used to reconstruct the hadronically decaying V boson candidates in the
signal and control regions of the analysis. The mass of either the large-R jet (mJ) or the system of two small-R jets
(mjj) is used to define the “mass windows”, as shown in Figure 6.5.

6.3.1 Merged category

Taking into account the different bosons in the signal assumption, two sub-channels are considered. These channels
are defined based on the tagging of the large-R jet and are namely:

• WZ channel: The large-R jet is tagged as a Z boson,

• WW channel: The large-R jet is tagged as a W boson.

There is a large overlap between these sub-channels because the mass of W and Z bosons are close to each other
and the resolution of the jet mass measurement in the tagger is wide compared to the mass difference. In the
following section, the optimisation of the selection cuts is performed in the combined WW+WZ channel, where
the large-R jet is required to be tagged as either W or Z boson.

High-purity signal region

High-purity (HP) signal region (SR) is the main channel of the analysis showing the maximum sensitivity to the
signals at high-mass region. The event selections for the HP signal region are optimised using the HVT signals.

Selections on Emiss
T

Emiss
T is required to be greater than 100 GeV. This cut is applied to suppress the multi-jet background. After

this selection, there still remains the multi-jet background especially in the electron channel. In order to sup-
press the remaining multi-jet background, we introduced a further event cleaning using Emiss

T /pT(`ν). Figures
6.6(a) and 6.6(b) show the Emiss

T /pT(`ν) distributions in the electron and the muon channels, respectively.
From these distributions,

Emiss
T

pT (eν)
> 0.2 (6.4)

is required only in the electron channel. The Emiss
T /pT(`ν) < 0.2 selection, however, tends to reject right-

handed W+ bosons. Figure 6.7(a) shows cos θ2D distributions in the W+jets sample. The “transverse helicity”
angle θ2D is defined as:

cos θ2D =

−−→
p`∗T ·
−−→
pW

T

|−−→p`∗T ||
−−→
pW

T |
, (6.5)
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Figure 6.5: (a) Illustration of the merged WW (shaded area) and WZ (dashed lines) signal regions
(SR) according to the large-R jets selection. The 50% and 80% V-tagging efficiency (εV ) working
points are used to form the high-purity (HP) and low-purity (LP) regions respectively. For each
working point, a jet mass requirement is imposed and an upper bound on the substructure variable
D2 is set. Since both requirements depend on the pT of the large-R jet, an absolute definition is not
given in the figure. (b) Definitions of the resolved WW and WZ SR based on the dijet mass
selection. In both channels, the SR mass sidebands are used to define the W+jets control region
(CR) [38].
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Figure 6.6: (a) Emiss
T /pT(`ν) distribution in the electron channel and (b) in the muon channel. The

observed data, a set of expected background samples, and a signal prediction are super imposed. To
suppress the multi-jet background in the electron channel, we introduced a selection of
Emiss

T /pT(`ν) < 0.2.

where
−−→
p`∗T is the transverse momentum of the lepton in the transverse W rest frame and

−−→
pW

T is the trans-
verse momentum of the W boson in the laboratory frame [143]. Each template distribution of left-handed,
longitudinal, and right-handed W+ bosons are shown in Figure 6.7(b). From Figure 6.7(a), it is confirmed
that less than 7% of right-handed W+ bosons are rejected by this selection. Since we do not apply the
Emiss

T /pT(`ν) < 0.2 selection in the muon channel, we will observe flavour asymmetries to the signals with
transversely polarised W bosons.

Selections on large-R jets
In addition to the pre-selections, at least one signal large-R jet is required according to the event topology.
The jet with the highest pT (leading jet) is used in the analysis flow if there are multi large-R jets in a event.
We use the working point of the boson tagger with 50 % efficiency in the HP SR. Furthermore, a relative
boson pT cut is introduced to enhance signals:

R =
pT(V)
mWV

> 0.4 , (6.6)

where pT(V) (V = J or `ν) is the transverse momentum of the vector bosons reconstructed as the large-R jet
or the lepton-neutrino system. Figure 6.8 shows the pT(V)/mWV distributions of the observed data, expected
background samples, and a signal sample. The optimal threshold on pT(V)/mWV does not depend on signal
mass point and signal models (spin-0, -1, and -2).

b-jet veto
After the kinematic and event topology cuts, main contributions from the SM background remaining in the
signal region are top quark pair production (tt̄, 54%) and W boson production associated with hadron jets
(W+jets, 34%). For further rejection of the tt̄ background, a b-jet veto is applied in the event. If there is at
least one b-jet with ∆R > 1.0 from the large-R jet axis, the event is removed. This cut rejects ∼70 % of tt̄
background in the SR while signal efficiency is approximately 95 %, not depending on the signal mass.

Finally, the background components in the SR are tt̄ and W+jets with the contribution of 32 % and 55 %,
respectively. These two main sources of the background are constrained in a pair of dedicated control regions
(CR). The CRs are defined as kinematically close to the SR as possible, in order to reduce the uncertainty on the
extrapolation. The selection cuts used to define the SR and CR are summarised in Table 6.3.
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Figure 6.7: (a) cos θ2D distribution in the W+jets sample before and after the topology selection
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T /pT(`ν) < 0.2) in the merged analysis. Events are rejected in the high cos θ2D region
(0.65 < cos θ2D), where most of W+ bosons are right-handed. (b) cos θ2D distributions of each
template of left-handed (red), longitudinal (green), and right-handed (blue) W+ bosons [143].
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W+jets Control Region

The W+jets control region (WR) is defined using the boson taggers with 50 % and 80 % efficiency; this definition
is schematically shown in Figure 6.5(a). In the WR, we require the large-R jet to fail the selection on the jet mass
providing 80 % efficiency for W and Z, while passing the selection on the substructure variable D2 providing 50 %
efficiency for W and Z. For the simplicity of the analysis, we use a common control region in all of the WW, WZ,
and combined channels. The purity of the W+jets background is 77 % in the lower mass side-band, 62 % in the
higher mass side-band region and 65 % in total. The contamination from the tt̄ background is 30 % in the higher
mass side band region.

tt̄ Control Region

The tt̄ control region (TR) is defined by requiring at least one b-jet instead of vetoing b-jets. The purity of the
tt̄ background in this region is 85 %, while the signal leakage in both W+jets and tt̄ control regions is negligible.
The purity of W+jets in the WR is slightly poor, but the simultaneous fit to the TR and WR makes it possible to
determine the normalisation of W+jets correctly, thanks to high purity of tt̄ in the TR.

Low-Purity selection

Since we use the working point of the boson tagger with 50 % efficiency in the HP SR, many signal events leak
to the high-D2 region where a low signal-to-background ratio is expected. To improve the signal acceptance, in
particular in the high-mass region, the Low-Purity (LP) SR is introduced. Events failing either the D2 cut or the
mass window cut at the working point of the boson tagger with 50 % efficiency, can be recovered in this SR if the
events are accepted by the working point of the boson tagger with 80 % efficiency. The other selection cuts are the
exactly same as those for the HP SR, as summarised in Table 6.3.

The background components are 72 % from W+jets and 19 % from tt̄ in the LP SR. Dedicated CRs for the LP
SR (both WR and TR) are defined with the 80 % working point cuts as well. The LP WR requires events to fail the
80 % mass cut, to fail the 50 % D2 cut, and to pass the 80 % D2 cut. The LP TR requires events to fail either the
50 % D2 or mass cut, to pass both the 80 % D2 and mass cut, and to have at least one b-jet. The purity of W+jets
(tt̄) in WR (TR) is 68 % (80 %). Since the large-R jet in the tt̄ background mainly comes from the hadronically-
decaying W boson, the fractions of the tt̄ background in the SR and WR are suppressed by the inverted D2 cut. The
simultaneous fit to HP and LP SRs improves the sensitivity by 10 %.

6.3.2 Resolved category

We can select W → `ν candidates in the same criteria as the merged analysis but requiring pT(`ν) > 75GeV. The
requirement on Emiss

T is loosened to Emiss
T > 60 GeV for the acceptance to the low-mass signals (m < 500 GeV).

Therefore, non-negligible contribution from the multi-jet background was expected in the resolved analysis. We
performed a data-driven estimation of the multi-jet background. (The details are described in Section 7.1.) How-
ever, expected contribution of the multi-jet background is less than 10 % in the signal regions, thus we neglected
the effect of the multi-jet contribution for the optimisation of the selection cuts.

We select a W → j j candidate from a pair of the small-R jets which have the highest and second-highest pT in
the event, applying the following requirements; pT > 45 GeV and |η| < 2.4. At least one of the selected candidates
is required to satisfy pT > 60 GeV. To take into account the large branching fraction of W → cs̄ and Z → bb̄, we
allow up to one b-jet in a W → j j candidate or up to two b-jets in a Z → j j candidate. If we observe at least one
b-jet not associated to W or Z, the event is rejected. The requirement for the m j j to be consistent with either the W
or Z mass is optimised using the HVT W′ and HVT Z′ samples, letting the high-mass and low-mass thresholds be
optimised simultaneously. Her, the optimised parameter is asymptotic sensitivity:

σ2 =

Nbin∑

i

(
si

si + bi + (∆bi)2

)2

, (6.7)

where si and bi are expected number of signals and background in each i bin of the mWV distribution. We use
Nbin = 30 in the range of 0 < mWV < 1.5 TeV. ∆ indicates an assumed systematic uncertainty on the background
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Table 6.3: Summary of the selection criteria used to define the merged WW and WZ signal regions
(SR) and their corresponding W+jets control regions (WR) and tt̄ control regions (TR) in the
high-purity (HP) and low-purity (LP) categories. The events are also categorised with their
production mechanism; the VBF selection is prioritised and the remaining events are assigned to
the ggF/qq̄ category [38].

Selection SR: HP (LP) WR: HP (LP) TR: HP (LP)

Production category
VBF mtag( j, j) > 770 GeV and |∆ηtag( j, j)| > 4.7
ggF/qq̄ Fails VBF selection

W → `ν selection

Num. of signal leptons 1
Num. of veto leptons 0
Emiss

T > 100 GeV
pT(`ν) > 200 GeV
Emiss

T /pT(eν) > 0.2

V → J selection

Num. of large-R jets ≥ 1
D2 eff. working point (%) Pass 50 (80) Pass 50 (80) Pass 50 (80)
Mass window
Eff. working point (%) Pass 50 (80) Fail 80 (80) Pass 50 (80)

Topology criteria
pT(`ν)/m(WV)

> 0.3 for VBF and > 0.4 for ggF/qq̄ category
pT(J)/m(WV)

Num. of b-tagged jet
excluding b-tagged jets with

0 ≥ 1
∆R(J, b) ≤ 1.0

estimation, and we assign ∆ = 1.5 % here. For mass ranges of interest for this channel, the optimised W window is
66 < m j j < 94 GeV and the Z mass window is 82 < m j j < 106 GeV.

The following selection cuts are applied to take the event topology of which two high-pT bosons are back–to–
back in the x–y plane:

• ∆φ(`, Emiss
T ) < 1.5,

• ∆φ( j1, j2) < 1.5,

• ∆φ(`, j1(2)) > 1.0,

• ∆φ( j1(2), Emiss
T ) > 1.0,

• pT(`ν)/mWV > 0.3(0.35) for the VBF (ggF) category,

• pT( j j)/mWV > 0.3(0.35) for the VBF (ggF) category,

where ∆φ(a, b) is the distance in the azimuthal direction between objects a and b. A cut on the relative boson pT,
R = pT(V)/mWV , is also introduced to the resolved analysis. The threshold on R is optimised to maximise the
asymptotic sensitivity as above. A lower R cut is found to be optimal for the m = 300 GeV signal. The optimisation
is based on m = 300 GeV signal since the sensitivity at m > 500 GeV is dominated by the merged analysis. A
slightly lower threshold is preferred in the VBF category (R > 0.3) to the ggF/qq̄ category (R > 0.35). The multi-
jet contribution in the optimisation is not considered because of the same reason as the mass window optimisation.
The selections in the resolved analysis are summarised in Table 6.4.

Reconstruction of mWV

The invariant mass of the WV system, mWV , is reconstructed from a lepton, a neutrino, and a hadronically-decaying
boson candidate (large-R jet or two small-R jets). The reconstruction of the momentum of the neutrino in the z-
direction, pz, is obtained by imposing a constraint on the mass of the lepton-neutrino system to be consistent with
the W boson mass.
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Table 6.4: Summary of the selection criteria in the resolved analysis for the WW and WZ signal
regions (SR), W+jets control region (WR) and tt̄ control region (TR). The events are also
categorised with their production mechanism. The VBF selection is prioritised and the remaining
events are assigned to the ggF/qq̄ category [38].

Selection WW (WZ) SR WR TR

Production category
VBF mtag( j, j) > 770 GeV and |∆ηtag( j, j)| > 4.7
ggF/qq̄ Fails VBF selection

W → `ν selection

Num. of signal leptons 1
Num. of veto leptons 0
Emiss

T > 60 GeV
pT(`ν) > 75 GeV
Emiss

T /pT(eν) > 0.2

V → j j selection
Num. of small-R jets ≥ 2
pT( j1) > 60 GeV
pT( j2) > 45 GeV
m( j j) [ GeV] [66, 94] < 66 [66, 106]

([82, 106]) or [106, 200]

Topology criteria

∆φ( j, `) > 1.0
∆φ( j, Emiss

T ) > 1.0
∆φ( j, j) < 1.5
∆φ(`, Emiss

T ) < 1.5
pT(`ν)/m(WV)

> 0.3 for VBF and 0.35 for ggF/qq̄ category
pT( j j)/m(WV)

Num. of b-tagged jets

j1 ≡ b or j2 ≡ b > 0
where V → j1 j2 ≤ 1(2) ≤ 1 (for jets other
j1 , b and j2 , b than j1 or j2)
where V → j1 j2 0

In the resolved analysis, the mWV is reconstructed by giving the W-mass constraint also on the di-jet system:

pcorr
T = pT( j j) × mW

m j j
, (6.8)

mcorr = mW , (6.9)

where m j j and mW are the invariant mass of the reconstructed hadronically-decaying W boson and the PDG value
of the W-boson mass, respectively. For the WZ signal interpretation, we apply a same Z-mass constraint on the m j j

instead.

6.3.3 VBF category: selections of the VBF jets

We expect high-pT jets in the forward direction in the signal events produced via the vector boson fusion process
(VBF). Two small-R jets with the maximum mVBF

j j in the event are selected as the candidates of the “VBF jets”,
where mVBF

j j is the invariant mass reconstructed by the two jets. The VBF jets need to satisfy the following require-
ments; pT > 30 GeV, |η| < 4.5, η( j1)VBFη( j2)VBF < 0, and neither of the jets is tagged as a b-jet. To gain sensitivity
in the VBF signals,

• mVBF
j j > 770 GeV and

•
∣∣∣∣∆ηVBF

j j

∣∣∣∣ > 4.7

are required, where ∆ηVBF
j j are the difference in pseudo-rapidity between the two jets. The criteria to select the

VBF jets are summarised in Table 6.5.
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Table 6.5: Summary of criteria to select VBF-jet candidates.

N( j) with pT > 30 GeV, |η| < 4.5 and not b-tagged
≥ 2 (merged),
≥ 4 (resolved)

η( j1) × η( j2) < 0
m j j > 770 GeV
∆η j j > 4.7

In the ggF/qq̄ category, all small-R jets in |η| < 2.5 and large-R jets in |η| < 2.0 are used to select W/Z → qq
candidates. On the other hand, in the VBF category, both candidates of the VBF jets should not overlap with
W/Z → qq candidate. In the resolved analysis, small-R jets that satisfy the VBF selection are removed from
consideration of the possible W/Z → qq candidates. Thus, the number of small-R jets in the region of |η| < 4.5 is
required to be greater than 3 in the resolved analysis. In the merged analysis, ∆R( j, J) > 1.5 is required when we
select the large-R jet, where ∆R( j, J) is the distance between small-R and large-R jets in the η–φ plane. Selection
efficiency of the VBF jets to the signals produced via VBF is about 28 %. About 1 % (3 %) of the ggF/qq̄ signals
migrate into the VBF category in the merged (resolved) analysis.

6.3.4 Optimisation of signal regions

Figure 6.9 shows the signal acceptance times efficiency ε ×A in the ggF/qq̄ category2. ε ×A is plotted as a function
of signal mass for the HVT WW, HVT WZ, RS G∗, and heavy neutral higgs signal models in all the merged and
resolved signal regions, as well as the total combined acceptance. The resolved region shows stable ε × A values
between 8 − 12 % up to around 800 GeV; the merged HP (LP) region has stable ε × A values between 18 − 20 %
(8 − 10 %) above 800 GeV. The total acceptance in the merged plus resolved channels is flat above 800 GeV,
ranging from 28 − 32 %, and decreases to 16 % in the lowest mass region. The ε × A values are generally lower
(6 − 12 %) for the heavy scalar signal because the two bosons are produced less centrally than for the spin-1 and
spin-2 signals, thus the pT(V)/m(WV) requirements reject more signal.

Figure 6.10 shows the signal acceptance times efficiency in the VBF category. ε × A is plotted as a function
of signal mass for the HVT WW, HVT WZ, and heavy scalar signal models in all the merged and resolved signal
regions, as well as the total combined acceptance. The resolved region shows the ε × A values about 2% up to
around 700GeV; the merged HP (LP) region has the ε × A values between 3 − 6 % (2 − 4 %) above 700 GeV. The
total merged plus resolved acceptance is ranging from 4 − 8 %, and decreases to 2 % in the lowest mass region.
Experimental factors, such as the detector coverage and the pile-up effect, lead to low tagging efficiency of the
VBF jets resulting in small ε × A. To increase the sensitivity, we give a priority to the VBF category because of the
small signal ε × A in the VBF category and the high fraction of the VBF signal that leaks in the ggF/qq̄ category.
The leakage occurs due to inefficiencies related to the reconstruction and identification of the VBF-jets, and results
in a small degradation in sensitivity.

6.4 Definition of the merged and resolved analyses

To be summarised, we define 6 SRs (merged ggF HP, merged ggF LP, merged VBF HP, merged VBF LP, resolved
ggF, and resolved VBF) and 12 CRs corresponding to them (TR and WR for each). Figure 6.11 summarises how
to define the SR/CRs in this analysis, we give a priority to the merged SRs. The events failing the merged selection
are processed in the resolved SRs. The events failing all of the SR selections are processed in the control regions.

2ε × A is defined as the ratio of the number of signal events in the SR to the number of generated signal events.
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Figure 6.9: Product of signal efficiency (ε) and acceptance (A), presented in the ggF/qq̄ category
for(a) HVT WW → `νqq, (b) HVT WZ → `νqq, (c) RS GKK → `νqq, and (d) neutral scalar signal
(H) decaying into `νqq in the narrow-width approximation (NWA) in the various analysis
categories. ε × A is defined as the ratio of the number of signal events reconstructed in the signal
region to the number of generated signal events [38].
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Figure 6.10: Product of signal efficiency (ε) and acceptance (A) for signals produced via the VBF
mechanism, presented in both the ggF/qq̄ and VBF categories, for (a) HVT WW → `νqq, (b) HVT
WZ → `νqq, and (c) neutral scalar signal (H) in the narrow-width approximation (NWA) decaying
into `νqq in the various analysis signal regions. ε × A is defined as the ratio of the number of signal
events reconstructed in the signal region to the number of generated signal events [38].
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Figure 6.11: Flow chart for the definitions of the SR/CRs
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Chapter 7

Background estimation

MC simulation is used to model the SM background processes. We estimate the multi-jet background in a data-
driven way, while the other backgrounds are estimated by the pure MC predictions. The normalisation factors of
the major sources of the background, W+jets and tt̄, are estimated in the dedicated control regions, as described
in Section 6.3. The normalisation factors of the W+jets and tt̄ contributions are treated as free parameters and
constrained by fitting in the dedicated control regions. We assign different normalisation factors to the merged
and the resolved categories and treated them as uncorrelated. For the merged high-purity (HP) and low-purity
(LP) signal regions, we use a set of common background normalisation factors. For a possible difference of the
background modelling in the different phase spaces, we employ dedicated normalisation factors for tt̄ and W+jets
samples for the ggF/qq̄ and VBF categories. For the Z+jets, single-t, and dibosons contributions, a Gaussian
constraint of 11 %, 11%, and 30 % on the cross section production is applied, based on the SM measurements. The
normalisation for these minor backgrounds are treated as correlated between analysis channels.

7.1 Multi-jet background

7.1.1 Multi-jet background in the merged category

The multi-jet backgrounds arise from two types of events; (1) QCD events with jets or photon conversions misiden-
tified as leptons, and (2) events with non-prompt leptons from decays of heavy-flavour hadrons. We estimated the
multi-jet background in the merged category by a fit to Emiss

T distributions of events that satisfy all the signal se-
lection criteria but without any Emiss

T requirement. The shape of the multi-jet sample is obtained by applying the
same selections with the signal criteria except for the Emiss

T requirement and the lepton requirement; the leptons are
required to satisfy the veto lepton selection, defined in Section 6.2, but to fail the signal lepton selection. In the fit,
the normalisation of the W-jets and multi-jet components are allowed to float, contrary to all the other backgrounds
fixed to their predicted cross sections. Following this procedure, the multi-jet background in the merged category
is found to be negligible.

7.1.2 Multi-jet background in the resolved category; fake factor method

In the resolved category, we employ a data-driven approach, namely a ‘fake factor method’, to estimate the multi-
jet background. It is important to measure this type of background from data as the rate of misidentification is
not accurately modelled in the MC samples. The basic idea of the fake factor method is schematically shown in
Figure 7.1(a). We select a control sample of events enriched with the multi-jet background, then derive a fake
factor from them to estimate the multi-jet background in the SR. We use two types of lepton identification criteria;
(1) signal lepton and (2) inverted lepton. The signal lepton criterion is same with the criterion used in the SR. A
looser requirement is imposed on the inverted lepton criterion. The fake factor is calculated as the ratio between
the entries which pass the signal and inverted criterion.

In our analysis, we define three control regions; (1) FakeCR, (2) SinglejetSigLepCR, and (3) SinglejetInvLep-
CR, as shown in Figure 7.1(b). The SinglejetSigLepCR and SinglejetInvLepCR are formed by events that have
exactly one small-R jet, while there are at least two small-R jets in the SR and FakeCR. The fake factor does not
depend on the number of jets in each event. Hence, we derive the fake factor using these single-jet control regions,
to ensure the orthogonality with the SR. We define fake factors ( f ) as the ratio of the number of events with the
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Figure 7.1: (a) Schematic definition of fake factor. To derive the fake factor, we use two types of
lepton identification criteria; (1) signal lepton and (2) inverted lepton. By requiring the inverted
lepton identification, we select a sample of events enriched with fake leptons. (b) Schematic
definitions of the three control regions; (1) FakeCR, (2) SinglejetSigLepCR, and (3)
SinglejetInvLepCR. The fake factor does not depend on the number of jets in the events. Thus, we
calculate fake factor between the SinglejetSigLepCR and the SinglejetInvLepCR regions, and use
the factors to estimate the multi-jet background events in the SR from the FakeCR region.

Table 7.1: Requirements for the inverted and the signal electrons (muons) are given in the upper
(lower) table. The inverted leptons are used to define the fake factor control regions.

Inverted electron Signal electron
Electron identification Medium and !Tight Tight

Inverted muon Signal muon
Muon track isolation for pT(`ν) > 150 GeV 0.06 − 0.15 < 0.06
Muon track isolation for pT(`ν) < 150 GeV 0.06 − 0.07 < 0.06

signal lepton selection and with the inverted lepton selection:

f =
Nmultijet(SinglejetSigLepCR)
Nmultijet(SinglejetInvLepCR)

, (7.1)

where Nmultijet(SinglejetSigLepCR/SinglejetInvLepCR)) is the number of events in the SinglejetSigLepCR/Single-
jetInvLepCR region.

The inverted requirements for the leptons are summarised in Table 7.1. We subtract contributions from prompt
leptons by applying the inverted requirements for the lepton identification and isolation. This subtraction ensures
the higher fraction of fake leptons, whilst being orthogonal to the signal region. Concerning the muon channel with
pT(µν) < 150 GeV where we use an isolated muon trigger, we require the tighter track isolation, i.e. [0.06, 0.07],
to avoid trigger bias. At the region of pT(µν) > 150 GeV, on the other hand, we use a Emiss

T trigger thus there is no
trigger bias on the muon isolation.

The SinglejetSigLepCR may overlap with the merged SR because the large-R jet can be reconstructed at the
same position with the small-R jet. Whereas approximately half of the events with pT( j) > 200 GeV in the Single-
jetSigLepCR have a large-R jet, most of the large-R jets have m(J) < 50 GeV (note that we apply m(J) > 50 GeV
in the merged SR/CRs). Thus contamination from the signal events in the merged category into the Singlejet-
SigLepCR is less than 1 % and it is negligible.
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To estimate contribution of the multi-jet background, the contamination from the other SM processes (tt̄,
W/Z+jets, dibosons, and single-t productions) is subtracted from data using the MC simulated samples. f is highly
sensitive to the normalisation of the SM contributions, thus the normalisation of the background shapes in MC is
corrected by fitting in the single-jet control regions for 150 < Emiss

T < 250 GeV assuming small contribution from
the multi-jet background in this region. This procedure offers a good improvement in the modelling of the multi-jet
background. Furthermore, in the electron channel, f is also derived binned in Emiss

T . The η bins are chosen based
on the detector geometry, while the pT and Emiss

T bins are optimised such that the number of events in denominator
in each bin are almost the same. In the muon channel, the determined binning is:

|η| : {0, 1.05, 1.5, 2.5} and

pT : {27, 42, 59, 76, 99, inf} GeV,

In the electron channel, it is as follows:

|η| : {0, 1.37, 1.52, 2.47},

pT : {27, 115, 135, 155, 190} GeV,

Emiss
T : • for 27 < pT < 115 GeV : {0, 60, 75, inf} GeV,

• for 115 < pT < 135 GeV : {0, 38, 52, inf} GeV,

• for 135 < pT < 155 GeV : {0, 26, 43, inf} GeV,

• for 155 < pT < 190 GeV : {0, 25, 45, inf} GeV.

Finally, the number of multi-jet background contributions in the signal region Nmultijet can be estimated as:

Nmultijet = f × Nmultijet(FakeCR) , (7.2)

where Nmultijet(FakeCR) is the number of the multi-jet background in the FakeCR after the SM background sub-
traction. In the electron channel, we use 32.9 fb−1 data recorded in 2016 in the FakeCR. Therefore, Nmultijet in total
2015+2016 data is corrected to:

Ntot
multijet = f × Nmultijet(FakeCR) × L

32.9
, (7.3)

where L is the total integrated luminosity in fb−1 in the signal region. In the muon channel, we use the full
2015+2016 data to obtain f thus the scale correction is not necessary.

This estimation is validated in a set of validation region. The validation region (VR) is defined requiring exactly
one signal lepton, 30 < Emiss

T < 100 GeV and at least one pair of the small-R jets with pT > 45 GeV. The leading
jet is required to have pT > 60 GeV. The multi-jet background in the VR is estimated by applying the fake factors
to the multi-jet contribution in the fake validation region (FakeVR), requiring the same selections as the VR but
requiring inverted lepton. Figure 7.2 shows the lepton pT distribution in the VR. A good agreement between data
and prediction is observed both in the electron and the muon channel.
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Figure 7.2: Lepton pT distribution in the validation region with pT(`ν) > 150 GeV, (a) for the
electron channel and (b) for the muon channel. The multi-jet background (Mis-id lepton) is
estimated by fake factor method. A good agreement between data and prediction is found both in
the electron and muon channel.
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Chapter 8

Systematic uncertainties

In this chapter, we summarise the sources of the systematic uncertainties.

8.1 Experimental sources

Each reconstructed object has several sources of uncertainties, each of which is evaluated separately. In this section,
we overview the sources of the systematic uncertainties.

8.1.1 Luminosity uncertainties

The uncertainty on the integrated luminosity for the 2015+2016 dataset is 3.2%. The evaluation of the luminosity
is performed using several dedicated detectors, and measurements in these detectors are compared to each other to
make a precise estimation [71]. The luminosity uncertainty is applied to the MC simulated samples.

8.1.2 Pile-up reweighting uncertainties

MC simulation samples are produced before a given data taking period using a best-guess of the pile-up condition
in data. In order to reproduce the pile-up condition in data, we overlay additional pp collisions to MC samples. This
procedure is called pile-up reweighting [144]. We consider the uncertainty associated with the pile-up reweighting
procedure. A variation in the pile-up reweighting of the MC simulation samples is included to cover the uncertainty
on the ratio between the predicted and the measured inelastic cross-sections in the fiducial volume defined by
MX > 13 GeV, where MX is the mass of the non-diffractive hadronic system [145].

8.1.3 Trigger uncertainties

The uncertainties on the efficiency of the electron and the muon triggers are evaluated using the tag and probe
method, and are applied to the MC simulation samples. The uncertainty from the Emiss

T trigger arises from the
estimation on scale factor which consists of two contributions: (1) statistics and (2) discrepancy in the efficiency
between MC samples (ttbar and W+jets) [146].

8.1.4 Muons and electrons uncertainties

The following systematic uncertainties are applied to electrons and muons in estimations based on the simulation
with the tag-and-probe method using the Z → `` events:

• Identification and reconstruction efficiencies: The efficiencies are measured with the tag and probe method
using the Z mass peak.

• Isolation efficiency: Scale factor and its uncertainty are derived by the tag and probe method using the Z
mass peak as well.

• Energy and Momentum scales: The uncertainties on these values are measured also with Z mass peak.
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8.1.5 Missing transverse energy uncertainties

The missing transverse energy is calculated using all the physics objects reconstructed in each event, as described
in Section 4.6. Therefore, all the systematic errors on the reconstructed components, e.g. the jet energy scale, result
in sources of the systematic uncertainties on Emiss

T . There is an additional uncertainty called the “soft term", from
the un-associated tracks. The resolution and the scale of the soft term are varied within their errors to evaluate their
contribution to the total uncertainty.

8.1.6 Uncertainties on jet energy scale and jet energy resolution

The jet energy scale and resolution of the small-R jets are measured in-situ by calculating the response between
the MC simulation and the data samples in various bins of the kinematic phase space. We use a globally-reduced
parameter configuration, which introduces 21 nuisance parameters in total [147]. These uncertainties are applied
not only to the resolved analysis also to the merged analysis because they are used in the calculation of the missing
transverse energy. We also consider the uncertainty on the JVT efficiency, which is described in Reference [125].

8.1.7 Large-R jet energy scale and resolution uncertainties

The uncertainty on the mass, pT, and D2 scale of large-R jet are evaluated by comparing the ratio between the
calorimeter-based and track-based measurements using the di-jet events, both in data and MC simulation samples.
The combined (TA+calo) mass uncertainty, Variation±comb, is given by:

Variation±comb =
σ2

TA

σ2
calo + σ2

TA

× (1 ± Uncertaintycalo) +
σ2

calo

σ2
calo + σ2

TA

× (1 ± UncertaintyTA) , (8.1)

where σcalo and σTA are the pre-estimated jet mass resolution of the calo- and TA-jet, respectively, as a function of
jet pT and η . In our analysis, pT and mass scales are fully correlated while D2 scale is left uncorrelated (‘medium’
scenario). There are three possible scenarios for the correlation of the three parameters:

• strong: pT, mass, and D2 scales are fully correlated. Tracking and modelling components are combined.

• medium: pT and mass scales are fully correlated while D2 scale is left uncorrelated. Tracking and modelling
components are left independent.

• weak: pT and mass scales are left uncorrelated. Tracking and modelling components are left independent.

We try each of the three scenarios in the fit and find that the obtained results (e.g. upper limit on the cross section)
are not different among the three scenarios. Thus, we adopt the medium scenario in this analysis for the consistency
with the other analysis channels.

The large-R jet resolution uncertainties are applied as follows:

• pT resolution uncertainty: ‘absolute’ 2%,

• Mass resolution uncertainty: ‘relative’ 20%,

• Any substructure resolution uncertainties: ‘relative’ 15%.

The ‘absolute’ uncertainty is applied by smearing pT with a Gaussian function with σ = pT × 2%. The goal of
the ‘relative’ resolution uncertainties is to smear the reconstructed observable (mass, D2) by a Gaussian smearing,
such that the nominal resolution (σnominal) is increased by 20 % or 15 % (σnew = 1.2/1.15 ·σnominal) as appropriate.
Following Equation 8.2, to increase the resolution by 20/15 %, we need to smear the original distribution (mass or
D2) by a Gaussian with a width of 0.66/0.57σnominal:

σ2
new = σ2

nominal + (x · σ2
nominal) ,

(1.2/1.15 · σnominal)2 = (1 + x2)σ2
nominal ,

1.44/1.32 = 1 + x2 ,

x = 0.66/0.57 . (8.2)
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Figure 8.1: (a) Example distribution of mass response for W-jets in 900 < pT
J < 1000 GeV. (b) The

evaluated nominal mass resolution binned in pT. The nominal resolution is obtained by applying a
Gaussian fit to the mass response distribution.

It means that the MC nominal resolution should be evaluated by determining the width of the response distribution
of a given observable for the jets of interest. This is done by fitting the response distribution with a Gaussian
function and taking the width of this function as an estimate of the resolution.

Figure 8.1(a) shows an example of the mass response distribution for W-jets. The response follows a Gaussian
distribution, therefore the nominal resolution in MC is determined as the sigma of the Gaussian. The nominal
resolution in MC is evaluated separately for W/Z-jets, W/Z ‘low-purity jets’, and QCD-jets binned in pT and η;
here the large-R low-purity jets fail either the 50% D2 cut or the 50% mass cut. There is little difference between
the resolution of W-jets and Z-jets, and that means the η-dependence is small. Thus the results of W- and Z-jets
are merged. The η bins are also merged. Figure 8.1(b) shows the evaluated resolution. Following Equation 8.2, the
smearing value which can increase the resolution by 20 % can be calculated from the MC nominal resolution as a
factor of 0.66 for the nominal resolution. To be on the conservative side, 2 % is added as a safety margin:

smearing value = σnominal × 0.66 + safety margin(2%) . (8.3)

The nominal resolution of D2 is evaluated in a similar way. The D2 response distribution does not follow a
Gaussian1, however as a rough estimation, the fitted gaussian sigma is adopted as the MC nominal resolution.
Figure 8.2(a) shows an example of the D2 response distribution for the W/Z-jets. As shown in the figure, the result
of the fitting with a Gaussian is not very good. Furthermore, there is strong dependence of the resolution on the
D2 value it self, as shown in the Figure 8.2(b) and 8.2(c). Following Equation 8.2, the smearing value which
can increase the resolution by 15 % can be calculated from the MC nominal resolution as a factor of 0.57 for the
nominal resolution. To be on the conservative side, 2 % is added as a safety margin.

smearing value = σnominal × 0.57 + safety margin(2%) . (8.4)

As a result of this study, we apply very conservative uncertainty on the D2 resolution. We observe strong over-
constraint on the large-R jet D2 resolution uncertainty in the post-fit uncertainties as shown in Chapter 10, however
it is as expected. 2

1Dtruth
2 is calculated using the truth particles, instead of the energy deposit in the calorimeter.

2To avoid such over-estimation of the uncertainty, we are developing a different method to evaluate the resolution uncertainty of the
large-R jet D2. Please refer to Reference [148].
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Figure 8.2: (a) Example of D2 response distribution for W/Z-jets in 900 < pT
J < 1000 GeV, (b) the

evaluated nominal mass resolution of W/Z-jets binned in pT, and (c) the evaluated nominal mass
resolution of QCD-jets binned in pT. The nominal resolution is obtained by applying a Gaussian fit
to the D2 response distribution.
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8.1.8 b-tagging uncertainties

The systematic uncertainties associated to the b-tagging are considered [126]. They are evaluated as uncertainties
on the scaling factor to take into account for possible disagreement on the b-tag efficiency between the data and the
MC samples. Separate scale factors and corresponding systematic uncertainties are provided for b-, c-, and light-
flavour-induced jets, based on several measurements. We assign a scale factor for the c-induced jets to τ-induced
jets and an additional uncertainty is considered to account for the c to τ extrapolation. The number of systematic
variations are reduced to 3, 4, and 5 eigenvectors for the b-, c-, and light-flavour-induced jets, respectively, consid-
ering correlation between the variations. We introduce an additional uncertainty due to the extrapolation for jets
with pT beyond the kinematic reach of the calibration data.

8.2 Signal uncertainties

8.2.1 Uncertainties on initial/final state radiations

In order to evaluate the uncertainties from the initial state radiation (ISR) and final state radiation (FSR), we
introduce the following five sets of eigenvectors [107]:

• Var1 : mainly for underlying event effects,
• Var2 : mainly for jet substructure effects,
• Var3 a/b/c : for the different aspects of extra jet production.

The effects of the ISR/FSR variations change some distributions e.g. the D2 distribution, as shown in Figure 8.3.
The differences of the signal acceptance in the ISR/FSR variation samples from the nominal sample are estimated
by using the truth MC samples. These five variations are summed in quadrature to get the full coverage of the
uncertainty. Figure 8.4 shows the evaluated uncertainty on each of the HVTWZ and the bulk graviton samples.
Each result is parametrized using a cubic (quadratic) function in the Merged (Resolved) category. The uncertainties
are evaluated to be 4 % except for the low-mass samples (mass < 400 GeV). It becomes large at m > 1 TeV in the
resolved analysis, but at that region signal acceptance is very low as shown in Figure 6.9 and 6.10. Thus there is
no problem to assign a conservative uncertainty at that region to take into account the statistical fluctuation of the
MC samples.

8.2.2 PDF uncertainties

The PDF uncertainty on the signal yield is evaluated by comparing the nominal PDF set with PDF variation sets
(MMHT-2014 [75] and CT14 [149]). The PDF uncertainty is evaluated as the combination of the 68% uncertainty
band for each of the PDF sets, on the signal acceptance relative to the nominal:

(ε × A)var

(ε × A)nom
=

∑
SR

wvar

∑
all

wvar

/ ∑
SR

wnom

∑
all

wnom
, (8.5)

where wvar and wnom are the event weights of the variation and the nominal PDF choice, respectively; the sums are
taken over the events in the signal region and all the events [150].

Figures 8.5 and 8.6 show the uncertainties on the combined signal acceptance relative to the nominal PDF
for the ggF/qq̄ and the VBF production signals. The uncertainties are evaluated to be less than 2% for most of
the signal samples. To be on the conservative side, flat 0.5 % error is assigned for the heavy higgs and the bulk
Graviton samples, while flat 2 % error is assigned for the HVT samples. For the signals produced via the VBF
process, flat 1 % error is assigned for the heavy higgs samples and flat 2 % is assigned for the HVT samples.
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Figure 8.3: D2 distributions with the ISR/FSR variation in the HVT samples. These five variations
are summed in quadrature to get the full coverage of the uncertainty.
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Figure 8.4: ISR/FSR uncertainties evaluated for the HVT (bulk Graviton) samples in the Merged
(Resolved) regions. Each of the results is parametrized using a cubic (quadratic) function in the
Merged (Resolved) category. The uncertainties are evaluated to be 4 % except for the low-mass
samples (mass < 400 GeV).
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Figure 8.5: PDF uncertainties in the ggFqq̄ category from the NNPDF3.0 (black), MMHT(blue),
and the CT14(red) on the relative signal acceptance for each mass point produced via the ggF/qq̄
process. The envelop of these errors is chosen as the PDF uncertainty.
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Chapter 9

Statistical analysis

In this chapter, we overview the quantitative strategy used to compare the recorded data to the SM predictions, and
to set limits on the BSM theoretical models. The invariant mass, m(WV), is used as a discriminant in this analysis,
with an optimised binning that is explained in detail in this chapter.

9.1 Maximum likelihood fit

We perform a binned maximum-likelihood (ML) fit to the m(WV) distributions using templates derived from the
MC simulation and the data-driven estimates using a standard package, RooStats [151]. The fit is performed on 6
(7) components in the Merged (Resolved) categories : signal, W+jets, tt̄, single-t, Z+jets, and dibosons (+multijet).
The electron and muon channels are merged in the fit procedure.

We define the m(WV) binning considering the expected resolution of the resonance peak. We use a set of signal
MC samples (HVT Z′ for the merged and NWA H → WW for the resolved) to estimate the width of the resonance;
the width of the peak is shown as a function of the resonance mass and it is fitted with a polynomial function as
shown in Figure 9.1. The obtained polynomial function is used to define the optimal set of variable bin widths. In
the high mass region, the binning is coarser to avoid bins with too low statistics. According to the signal efficiency
shown in Figure 6.9 and 6.10, we use the region of m(`ν j j) < 1.5 TeV in the resolved channel. In the VBF category,
the binning is

[500,575,660,755,860,975,1100,1235,1380,1535,1700,1875,2060,2255,2460,2675,2900,3135,3380,3800,15000]

in the unit of GeV, for the merged analysis and

[300,360,420,500,575,660,755,860,975,1100,1500]

in the unit of GeV for the resolved analysis in the ggF/qq̄ category.
Due to the lack of MC statistics for the background samples, we use a coarser binning at the high-mass region

in the VBF category. The determined binning for the merged analysis is:

[500,575,660,755,860,975,1100,1235,1380,1535,1875,15000]

in the unit of GeV, and

[300,360,420,500,575,660,755,860,975,1100,1500],

in the unit of GeV for the resolved analysis.

9.1.1 Combined fit

We perform a combined fit on the events in the signal regions, the top control regions, and the W+jets control
regions. The likelihood used in this analysis is written as:

L(µ, θ) =
∏

k

∏

j

∏

i

P(N j
ki|µs j

ki + B j
ki) ×

∏

l

Nuis(θ̃l) , (9.1)

where B j
ki is the background expectation described as:

B j
ki = µtt̄,kb j

tt̄,ki + µW,kb j
W,ki + b j

others,ki . (9.2)
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Figure 9.1: Width of the resonance peak as a function of the resonance mass in the ggF/qq̄ category
(a) for the merged and (b) the resolved analysis.

ggF Higgs VBF Higgs
HVT VBF HVT

RS G∗

Merged HP ggF SR/CR X
Merged LP ggF SR/CR X
Resolved ggF SR/CR X
Merged HP VBF SR/CR X
Merged LP VBF SR/CR X
Resolved VBF SR/CR X

Table 9.1: Analysis channels involved in each interpretation.

Here, i is the bin number in the m(WV) distributions; j is the index of the region in the channel k1; k is the index
of the search channels2; P (a|b) is the Poisson probability to observe a if b is expected; µ is the signal strength
treated as the common parameter among all the regions; µtt̄,k and µW,k are the normalisation factors for the tt̄ and
W+jets contributions in a given analysis channel k; N j

ki is the number of observed data events in the bin i in the
region j of the channel k; s j

ki and b j
x,ki are the expected number of yields for the signal and background component

x, respectively, in the bin i in the region j of the channel k, where x is tt̄, W+jets, and the other background
components.

The regions used in each interpretation are summarised in Table 9.1. The VBF categories are not involved
for the ggF/qq̄ interpretations since no sensitivity gain is found with adding them (acceptance times efficiency is
almost 0). It is possible to improve the sensitivity by only a few % by adding the ggF/qq̄ categories to the VBF
interpretations Therefore, for the simplicity, we do not use the ggF/qq̄ regions in the VBF interpretations neither.

The signal and background expectations are obtained as functions of the nuisance parameters θ. For each of
the systematic uncertainties, we define a pair of “up” and “down” histograms made by varying a parameter by
±1σ. The nuisance parameter θl describes a possible variation in the shape and normalisation of the histograms in
the systematic uncertainty l. In each channel k, region j, and bin i, the expected signal and background yields are
described as:

µs + B = (µs + B)0
∏

l

(
1 +

∆l

(µs + B)0

)
, (9.3)

1 j = 0: signal region (SR), j = 1: top control region (TR) and j = 2: W+jets control region (WR)
2k = 0: Merged High-Purity ggF/qq̄; k = 1: Merged Low-Purity ggF/qq̄; k = 2: Merged High-Purity VBF; k = 3: Merged Low-Purity

VBF, k = 4: Resolved ggF/qq̄; k = 5: Resolved VBF
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where

∆l = θl
{
(µs + B)+ − (µs + B)0

}
, θ ≥ 0

θl
{
(µs + B)0 − (µs + B)−

}
, θ < 0 , (9.4)

where (µs + B)0, (µs + B)+, and (µs + B)− are the entries in the nominal, up, and down histograms in the bin i. A
Gaussian constraint with mean 0 and width 1 is applied to each of the θl, which is described by ‘Nuis’ in Equation
9.1. All the nuisance parameters are treated as correlated in all the regions in every single analysis channel.

The template histograms are obtained based on simulation samples with finite-statistics (or a control-region
with finite-statistics in the case of the multi-jet template), thus we also introduce nuisance parameters to account
for the bin-by-bin statistical uncertainties on the template histograms. We use the Barlow-Beeston “lite” method
[152], in which we introduce a nuisance parameter for each bin in the histogram and in each channel; the nuisance
parameter represents the statistical errors in that bin from each of the components added in quadrature.

9.1.2 Smoothing of the systematic uncertainties

To avoid the effect of statistical fluctuation, we apply a smoothing procedure to the template histograms. For each
bin i, the entries of the histograms are set to:

(µs + B)+
i = (µs + B)0

i × (1 + λ+
i ) , (9.5)

(µs + B)−i = (µs + B)0
i × (1 + λ−i ) ,

where

λ+
i =

{
(µs + B)+

i−1 − (µs + B)0
i−1

}
+ 2

{
(µs + B)+

i − (µs + B)0
i

}
+

{
(µs + B)+

i+1 − (µs + B)0
i+1

}

4
, (9.6)

λ−i =

{
(µs + B)−i−1 − (µs + B)0

i−1

}
+ 2

{
(µs + B)−i − (µs + B)0

i

}
+

{
(µs + B)−i+1 − (µs + B)0

i+1

}

4
.

9.2 Signal significance and Upper limits on cross section

In order to quantify the level of agreement, a ‘p-value’ is defined from the probability distribution function (PDF)
of the test statistic (q̃µ), f (q̃µ|µ):

pµ =

∫ ∞

q̃µ,obs
f (q̃µ|µ)dq̃µ . (9.7)

Asymptotic distributions are taken from Reference [153] and used for the signal mass points below 1.6 TeV (1.0
TeV) for fits to the regions with the ggF (VBF) selection. In this method, the test statistic is computed as:

q̃µ =



−2 ln L(µ, ˆ̂θ(µ))
L(µ̂,θ̂)

0 ≤ µ̂ ≤ µ
0 µ̂ > µ

−2 ln L(0, ˆ̂θ(0))
L(µ̂, ˆθ(µ))

µ̂ < 0 ,

(9.8)

where L is the likelihood function, µ̂ and θ̂ are the best fit values for µ and θ with all parameters floating; and ˆ̂θ(µ)
is the best fit value for θ for a fixed value of µ. The statistic represents the compatibility of the data with the µ
hypothesis using the ratio of likelihood for the case of a floating µ (denominator), and the case where it is fixed at
the hypothesis value (nominator). As for the case of q0, a one sided prescription is used, assigning q̃µ = 0 if the
fitted value µ̂ is above the hypothesis. Finally, if µ̂ < 0, the case µ = 0 is used instead to avoid technical issues
from negative PDFs.
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We evaluate upper limits on the signal strength using a modified frequentist approach (CLs) [154]. A CLs+b

value is computed using an asymptotic method [153]. The modified CLs exclusion is then computed as:

CLs =
CLs+b

CLb
, (9.9)

where the CLb value is obtained in the same way as CLs+b but in the background only hypothesis. Limits at 95%
confidence level on the value of the signal strength µ are then computed by scanning values of the µ hypothesis,
computing the CLs exclusions and identifying the µup for which this value equals 0.05.

For higher signal masses, the PDFs are estimated with an ensemble of 50,000 generated pseudo-experiments
using toy MC methods. We confirm that the asymptotic and pseudo-experiment limits agree well near the boundary
between the two regions as shown in Figure 9.2 and 9.3. There is low statistics in the high mass region, thus
we need to use a poisson function to evaluate the distribution, while in an asymptotic approximation, we use a
gaussian function to evaluate it. In the low mass region, there is enough statistics thus we can use the asymptotic
approximation following the central limit theorem.
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Figure 9.2: Limit comparison between the asymptotic and the toy limits for the ggF/qq̄ signal samples; (a) scalar
H → WW, (b) HVT Z′, (c) HVT W ′, (d) GKK k/M̄Pl = 1.0, and (e) GKK k/M̄Pl = 0.5. The observed and the
expected upper limits on the cross-section at the 95% confidence level in the ggF/qq̄ category are presented as a
function of the resonance mass. The red (black) solid/broken lines show the observed/expected upper limits
estimated by the asymptotic (toy MC) method. These two types of the upper limits agree well at ∼ 1.6 TeV.
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Figure 9.3: Limit comparison between the asymptotic and the toy limits for the VBF signal samples; (a) scalar
H → WW, (b) HVT Z′, and (c) HVT W ′. The observed and the expected upper limits on the cross-section at the
95% confidence level in the VBF category are presented as a function of the resonance mass. The red (black)
solid/broken lines show the observed/expected upper limits estimated by the asymptotic (toy MC) method. These
two types of the upper limits agree well at ∼ 1.0 TeV.
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Chapter 10

Results

10.1 Summary of the analysis flow

In this section, we briefly summarise the analysis flow. We categorise the events depending on the production
mechanism and the event topology.

• Production mechanism:

– Merged category;

– Resolved category;

• Event topology:

– VBF category;

– ggF/qq̄ category;

After the event selections, the major contributions from the SM background are top quark pair production (tt̄) and
W boson production associated with hadron jets (W+jets). These contributions are normalised in a set of dedicated
control regions (CRs). This flow and the corresponding figures and tables are summarised in Figure 10.1.

10.2 Post-fit distributions

We combined the merged and the resolved analyses forming a product of the likelihoods of the BSM signals for
each of the analyses as explained in Chapter 7, in the mass range from 500 GeV to 1.4 TeV. On the other hand,
resolved-only and merged-only fits are performed in the regions of m < 500 GeV and m > 1.4 TeV, respectively.
The systematic uncertainties are taken into account as constrained nuisance parameters with Gaussian or log-
normal distributions. The signal strength, µ, and other nuisance parameters that appear in all analyses are treated as
correlated. The only exceptions are the tt̄ and W+jets normalisation, which are only correlated between the merged
High-Purity and Low-Purity regions. After combining these analyses, we performed the profile likelihood fits.

The normalisation factors in the best fit for the background estimation are summarised in Table 10.1. The
expected and observed post-fit background yields are summarised in Tables 10.2, 10.3, 10.4, and 10.5 for the WW
channel in the ggF/qq̄ category, the WZ channel in the ggF/qq̄ category, the WW channel in the VBF category,

Table 10.1: Normalisation factors for the main background sources, namely W+jets and tt̄, in the
VBF and ggF/qq̄ categories. The fit procedure is described in Section9.1. The factors defined as the
ratio of the number of fitted events to the number of predicted events in simulation, The quoted
errors incorporate statistical and systematic uncertainties [38].

Category Signal Region WW Selection WZ Selection
W+jets tt̄ W+jets tt̄

VBF
Merged 0.89 ± 0.18 1.21 ± 0.18 0.84 ± 0.16 1.10 ± 0.17

Resolved 1.13 ± 0.25 1.22 ± 0.18 1.08 ± 0.25 1.21 ± 0.17

ggF/qq̄
Merged 0.95 ± 0.06 1.03 ± 0.06 0.97 ± 0.06 1.00 ± 0.06

Resolved 1.06 ± 0.08 1.02 ± 0.05 1.06 ± 0.08 1.00 ± 0.05
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Events (Data, MC)
WW/WZ channel

VBF Merged VBF Resolved ggF/qq̅ Merged ggF/qq̅ Resolved

Event selection (Chapter 6)

CRsSR

• WR 

• CR
• SR

CRsSR
• WR 
• CR• HP SR

CRsSR CRsSR

• WR 
• CR• LP SR

• WR 

• CR
• SR

• WR 
• CR• HP SR

• WR 
• CR• LP SR

Normalisation 
(W+jets, tt)̅

Higher mass Higher massLower mass Lower mass

① Normalisation factors are summarized in Table 10.1

Post-fit results②
Table     WW: 10.2, WZ: 10.3

Figure   SRs: 10.2, CRs: 10.3

Table   WW: 10.4, WZ: 10.5

Figure SRs: 10.4, CRs: 10.5

Figure 10.1: Brief schematic summary of the analysis flow.

and the WZ channel in the VBF category, respectively. Figures 10.2, 10.3, 10.4, and 10.5 show the post-fit mWV

distributions for the ggF/qq̄ SRs, the ggF/qq̄ CRs, the VBF SRs, and the VBF CRs, respectively. The post-fit
distribution for D2 is presented in Figure 10.6, in which the High- and Low-Purity signal regions and control
regions are combined. The fit results describe the observed data very well, and no significant excesses are observed
with regard to the SM expectations.

10.3 Testing of signal hypotheses

The local p0 values are shown in the Figures 10.7 and 10.8 for the ggF/qq̄ and VBF category, respectively. The
largest local excess is observed at m(Z′) = 1.7 TeV with the VBF production with significance of approximately
2.6 σ for the signal. In the post-fit plots, Figure 10.4, there are three events observed in the bin at 1.7 TeV while
less than one event expected.

10.4 Expected and Observed upper limits

The expected and observed upper limits on the cross section of new particles decaying to WW/WZ are calculated
by combining the merged high- and low-purity signal regions with the corresponding resolved region. For res-
onance masses below 1.0 (1.6) TeV in the VBF (ggF/qq̄) category, the upper limits are evaluated using the CLs
method [154], in the asymptotic approximation, at the 95% confidence level (CL). For higher masses, the small
number of expected events makes the asymptotic approximation imprecise (it follows the Poisson distribution in-
stead of the Gaussian distribution) and the limits are calculated using pseudo-experiments as discussed in Section
9.2. The calculated upper limits for all benchmark signal models are shown in Figures 10.9 and 10.10, and 10.11,
for the ggF/qq̄ and the VBF category, respectively. The predicted signal cross-sections are overlaid, except for two
types of signals; (1) the scalar signals, which are used for feasibility studies of searches for extended Higgs sectors,
(2) the signals produced via the VBF mechanism, to which we can not set any exclude limits. The interpretation in
the VBF (ggF/qq̄) category assumes that there is no signal leakage from the ggF/qq̄ (VBF) processes.
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Table 10.2: Expected and observed number of events in the signal and control regions for the WW
channel, evaluated after a background-only fit to the data in the ggF/qq̄ category. The uncertainty
on estimation of the total background can be smaller than the quadratic sum of the individual
background contributions due to anti-correlations between the estimates of different background
sources [38].

WW Signal region W+jets Control region Top Control region
Merged, High Purity

W+jets 3120 ± 170 6850 ± 210 540 ± 60
tt̄ 2040 ± 140 2920 ± 180 6880 ± 140

Single-t 370 ± 40 490 ± 60 700 ± 80
SM Diboson 350 ± 90 170 ± 50 51 ± 14

Z+jets 49 ± 6 143 ± 17 15 ± 3
Multijet – – –

Total background 5940 ± 70 10570 ± 100 8190 ± 90
Observed 5885 10619 8178

Merged, Low Purity
W+jets 10790 ± 250 10970 ± 260 1420 ± 170

tt̄ 2650 ± 190 3790 ± 220 8740 ± 240
Single-t 490 ± 60 550 ± 60 820 ± 100

SM Diboson 430 ± 120 200 ± 60 70 ± 20
Z+jets 205 ± 25 215 ± 27 54 ± 9

Multijet – – –
Total background 14567 ± 120 15730 ± 120 11110 ± 100

Observed 14566 15707 11133
Resolved

W+jets 61500 ± 1800 165700 ± 2700 8000 ± 900
tt̄ 23300 ± 1600 31100 ± 2100 78400 ± 1300

Single-t 3800 ± 400 4700 ± 500 5600 ± 700
SM Diboson 2400 ± 700 1500 ± 400 270 ± 100

Z+jets 1750 ± 270 4300 ± 600 280 ± 100
Multijet 3600 ± 700 7600 ± 1700 800 ± 140

Total background 96410 ± 310 214900 ± 500 93280 ± 310
Observed 96459 214838 93257
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Table 10.3: Expected and observed number of events in the signal and control regions for the WZ
channel, evaluated after a background-only fit to the data in the ggF/qq̄ category. The uncertainty
on estimation of the total background can be smaller than the quadratic sum of the individual
background contributions due to anti-correlations between the estimates of different background
sources [38].

WZ Signal region W+jets Control region Top Control region
Merged, High Purity

W+jets 3680 ± 170 6960 ± 190 560 ± 60
tt̄ 2280 ± 150 2810 ± 170 6840 ± 140

Single-t 410 ± 50 490 ± 60 750 ± 90
SM Diboson 360 ± 100 160 ± 40 51 ± 14

Z+jets 56 ± 7 148 ± 18 15 ± 3
Multijet – – –

Total background 6780 ± 80 10570 ± 100 8210 ± 90
Observed 6751 10619 8178

Merged, Low Purity
W+jets 13400 ± 300 11090 ± 250 1500 ± 170

tt̄ 3450 ± 230 3680 ± 220 8610 ± 240
Single-t 660 ± 80 560 ± 70 850 ± 100

SM Diboson 500 ± 140 190 ± 50 70 ± 20
Z+jets 240 ± 30 212 ± 26 55 ± 9

Multijet – – –
Total background 18200 ± 140 15730 ± 120 11090 ± 100

Observed 18188 15707 11133
Resolved

W+jets 49100 ± 1300 164500 ± 2700 8100 ± 900
tt̄ 24400 ± 1300 30600 ± 2000 78000 ± 1300

Single-t 3500 ± 400 4700 ± 600 5800 ± 700
SM Diboson 1700 ± 500 1500 ± 400 270 ± 80

Z+jets 1480 ± 260 4400 ± 700 280 ± 60
Multijet 2700 ± 500 9000 ± 1900 900 ± 150

Total background 82720 ± 290 214900 ± 500 93300 ± 300
Observed 82740 214838 93257
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Table 10.4: Expected and observed number of events in the signal and control regions for the WW
channel, evaluated after a background-only fit to the data in the VBF category. The uncertainty on
estimation of the total background can be smaller than the quadratic sum of the individual
background contributions due to anti-correlations between the estimates of different background
sources [38].

WW Signal region W+jets Control region Top Control region
Merged, High Purity

W+jets 71 ± 15 183 ± 26 18 ± 4
tt̄ 84 ± 16 179 ± 22 346 ± 19

Single-t 13 ± 3 24 ± 6 30 ± 5
SM Diboson 10 ± 3 13 ± 4 3.3 ± 1.1

Z+jets 1.6 ± 0.5 4.5 ± 0.9 0.5 ± 0.3
Multijet – – –

Total background 180 ± 12 404 ± 19 398 ± 18
Observed 176 402 398

Merged, Low Purity
W+jets 268 ± 31 294 ± 35 55 ± 11

tt̄ 115 ± 24 225 ± 30 500 ± 27
Single-t 23 ± 5 31 ± 6 47 ± 9

SM Diboson 17 ± 6 16 ± 4 7 ± 3
Z+jets 6.7 ± 2.1 8.7 ± 2.1 2.0 ± 0.7

Multijet – – –
Total background 430 ± 20 575 ± 23 611 ± 23

Observed 436 567 613
Resolved

W+jets 1090 ± 110 2520 ± 190 220 ± 50
tt̄ 710 ± 110 1040 ± 140 2440 ± 90

Single-t 66 ± 16 104 ± 24 120 ± 21
SM Diboson 52 ± 19 66 ± 22 14 ± 6

Z+jets 41 ± 10 94 ± 30 12 ± 4
Multijet 44 ± 19 100 ± 40 54 ± 19

Total background 2010 ± 50 3920 ± 70 2860 ± 50
Observed 2004 3924 2856
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Table 10.5: Expected and observed number of events in the signal and control regions for the WZ
channel, evaluated after a background-only fit to the data in the VBF category. The uncertainty on
estimation of the total background can be smaller than the quadratic sum of the individual
background contributions due to anti-correlations between the estimates of different background
sources [38].

WZ Signal region W+jets Control region Top Control region
Merged, High Purity

W+jets 75 ± 17 187 ± 27 18 ± 5
tt̄ 106 ± 24 170 ± 50 350 ± 40

Single-t 12 ± 6 24 ± 10 30 ± 10
SM Diboson 10 ± 5 11 ± 5 2.7 ± 1.1

Z+jets 1.7 ± 1.5 4.6 ± 2.3 0.5 ± 0.2
Multijet – – –

Total background 205 ± 14 400 ± 20 400 ± 20
Observed 201 402 398

Merged, Low Purity
W+jets 320 ± 40 300 ± 40 58 ± 12

tt̄ 160 ± 50 220 ± 60 500 ± 50
Single-t 26 ± 11 30 ± 9 46 ± 19

SM Diboson 21 ± 10 13 ± 5 6 ± 4
Z+jets 8 ± 6 9 ± 4 1.9 ± 1.2

Multijet – – –
Total background 540 ± 26 580 ± 27 610 ± 30

Observed 550 567 613
Resolved

W+jets 770 ± 260 2500 ± 600 190 ± 50
tt̄ 900 ± 200 1060 ± 260 2470 ± 90

Single-t 80 ± 40 110 ± 60 120 ± 50
SM Diboson 37 ± 23 61 ± 27 12 ± 5

Z+jets 53 ± 15 80 ± 40 11 ± 4
Multijet 30 ± 28 94 ± 40 56 ± 20

Total background 1830 ± 50 3900 ± 80 2860 ± 60
Observed 1829 3924 2856
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Figure 10.2: m(WV) distributions in the Post-fit signal region in the ggF/qq̄ category. The merged high-purity (HP)
sample of (a) WW and (b) WZ events, the merged low-purity (LP) sample of (c) WW and (d) WZ events and the
resolved (Res.) sample of (e) WW and (f) WZ events are presented. The expected background after the profile
likelihood fit to the data is shown, and signal predictions are overlaid. The HVT Z′/W ′ Model A signal at 2000 GeV
is presented for the merged analysis, while the 500 GeV signal is shown in the resolved topology. The band denotes
the statistical and systematic uncertainty in the background after the fit to the data. The lower panels show the ratio of
the observed data to the estimated SM background. In all regions, the number of events is normalised by the width of
the second last bin, while the overflow events are included in the last bin [38].
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Figure 10.3: m(WV) distributions n the post-fit control region in the ggF/qq̄ category. The merged high purity (HP)
(a) W+jets and (b) tt̄, the merged low purity (LP) (c) W+jets and (d) tt̄, and the resolved (Res.) (e) W+jets and (f) tt̄
control regions are presented. The background expectation after the profile likelihood fit to the data is shown, and
signal expectations are overlaid. The HVT Z′/W ′ Model A signal at 2000 GeV is presented in the merged channels,
while the 500 GeV signal is shown in the resolved topology. The band denotes the statistical and systematic
uncertainty on the background after the fit to the data. The lower panels provide the ratio of the observed data to the
SM background estimation. In all regions, the number of events is normalised by the width of the second last bin,
while the overflow events are included in the last bin [38].
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Figure 10.4: m(WV) distributions in the post-fit signal region in the VBF category. The merged high-purity (HP)
sample of (a) WW and (b) WZ events, the merged low-purity (LP) sample of (c) WW and (d) WZ events and the
resolved (Res.) sample of (e) WW and (f) WZ events are presented. The expected background after the profile
likelihood fit to the data is shown, and signal predictions are overlaid, normalised to the cross sections indicated in
the legends. The VBF HVT Z′/W ′ signal at 1200 GeV is presented for the merged analysis, while the 500 GeV signal
is shown in the resolved topology. The band denotes the statistical and systematic uncertainty in the background after
the fit to the data. The lower panels show the ratio of the observed data to the estimated SM background. In all
regions, the number of events is normalised by the width of the second last bin, while the overflow events are
included in the last bin [38].
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Figure 10.5: m(WV) distributions in the post-fit control region in the VBF category. The merged high purity (HP)
(a) W+jets and (b) tt̄, the merged low purity (LP) (c) W+jets and (d) tt̄, and the resolved (Res.) (e) W+jets and (f) tt̄
control regions are presented. The background expectation after the profile likelihood fit to the data is shown, and
signal expectations are overlaid, normalised to the cross sections indicated in the legends. The VBF HVT Z′/W ′

signal at 1000 GeV is presented in the merged channels, while the 500 GeV signal is shown in the resolved topology.
The band denotes the statistical and systematic uncertainty on the background after the fit to the data. The lower
panels provide the ratio of the observed data to the SM background estimation. In all regions, the number of events is
normalised by the width of the second last bin, while the overflow events are included in the last bin [38].
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Figure 10.6: Distribution of the D2 variable, which is used to distinguish the high- and low-purity
regions. The requirement on the D2 value depends on the transverse momentum of the jet. Post-fit
normalisation factors are used to normalise the background contributions and the HVT WW signal
sample with m(Z′) = 1.0 TeV is overlaid in the ggF/qq̄ category. The band denotes the statistical
and systematic uncertainty on the background after the fit to the data, while the lower panel shows
the ratio of the observed data to the SM background estimation [38].

Table 10.6 summarises exclusion limits on the mass extracted from the ggF/qq̄ category for the various signal
hypotheses. In Figures 10.9 and 10.11, the upper limits for intermediate mass points where simulated signal
samples are not available are evaluated as a linear assumption of the neighbouring mass points (interpolation). The
interpolation to the shapes of the signal distributions using is performed the moment-morphing method [155], and
confirmed that the linear assumption works fine in this analysis. The details are described in the Appendix B.

10.5 Impacts of the systematic uncertainties

Lists of leading sources of uncertainties in the best-fit for the µ value (∆µ/µ) is presented in Table 10.7. Examples
from the high and low mass regions, where the highest sensitivity is achieved in the merged and the resolved
topologies respectively, in the ggF/qq̄ and VBF categories. The statistical uncertainty in data is dominant at the
mass range of mWV > 700 GeV.

Table 10.6: Observed and expected excluded masses at the 95% confidence level for various signal
hypotheses in the ggF/qq̄ category [38].

WW Selection
Excluded HVT RS GKK
Masses Model A Model B k/M̄Pl = 1.0

Observed <2750 GeV <3000 GeV <1750 GeV
Expected <2850 GeV <3150 GeV <1750 GeV

WZ Selection
Excluded HVT
Masses Model A Model B

Observed <2800 GeV <3000 GeV
Expected <2900 GeV <3200 GeV
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Figure 10.7: Local p0 values as a function of the invariant mass of two vector bosons in the ggF/qq̄
category, for the signals; (a) scalar H → WW, (b) HVT Z′, (c) HVT W ′, (d) GKK with k/M̄Pl = 1.0 ,
and (e) GKK with k/M̄Pl = 0.5.
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Figure 10.8: Local p0 values as a function of the invariant mass of the two vector bosons in the
VBF category, for the signals; (a) HVT Z′, (b) HVT W ′, and (c) heavy scalar signals, H, produced
via VBF.
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Figure 10.9: The observed and expected upper limits for the cross-section including the branching
fractions of the decay to the WV final state at the 95% confidence level in the ggF/qq̄ category are
presented [38]. The upper limits are shown as a function of the resonance mass. Interpretations for
(a) HVT WW, (a) HVT WZ, (c) scalar H → WW, and (d) GKK are presented. The red and blue
curves show the predicted signal cross-sections as a function of the invariant mass. The scalar
H → WW signal is used for a feasibility study of searches for extended Higgs sectors.
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Figure 10.10: The observed and expected upper limits for the cross-section including the branching
fractions of the decay to the WV final state at the 95% confidence level via gluon-gluon fusion are
presented [38]. The upper limits are shown as a function of the resonance mass. To compare the
results with the CMS results, the interpretation for pp→ GKK → WW production with k/M̄Pl = 0.5
is presented. Masses below 1.35 TeV are excluded at 95% CL, except for the regions between 0.98
TeV to 1.02.
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Figure 10.11: The observed and expected upper limits for the cross-section including the branching
fractions of the decay to the WV final state at the 95% confidence level in the VBF category are
presented [38]. The upper limits are shown as a function of the resonance mass. Interpretations for
(a) HVT Z′, (b) HVT W ′ and (c) heavy scalar signals, H, produced via VBF are shown. There is a
slight excess around 1.5 TeV. The mass region greater than 1.5 TeV is covered by two bins in
m(WV) as described in Section 9.1, while the observed limit dots in this figure represent the
resonance mass values considered in the interpretation.
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At the high-mass region, the dominant systematic uncertainties come from the W+jets and the tt̄ modelling as
well as the large-R jets mass resolution uncertainty, with 10–20 % on the best fit signal µ value; at the low-mass
region, the dominant systematic uncertainties come from the uncertainties related to the background modelling as
well as the uncertainty of the large-R jet energy calibration. In Section 10.2-10.5, the latest results of the large-R
JES calibration, described in Chapter 5, are not used, thus the uncertainties related to the large-R jet are large; 17
% uncertainty at the signal mass of 500 GeVin the ggF/qq̄ category. The uncertainties from the small-R jet energy
resolution are large as well; 9 % uncertainty at the signal mass of 500 GeVin the VBF category.

10.6 Future prospects; expected improvements by applying the latest large-R jet
energy scale calibrations

The latest large-R jet energy calibrations described in Section 5.2 and Reference [48], are not used in the diboson
resonance search presented in Section 10.2-10.5. In this section, expected improvements by applying the new
large-R jet energy scale calibrations and expected improvements with the full data taken in Run-2 are described;
we would apply the latest calibrations to the analysis with the full Run-2 dataset, corresponding to a total integrated
luminosity of about 120 fb−12. The the expected upper limits presented in this section are, hence, obtained in the
merged analysis and normalised to the expected full Run-2 statistics; then we compare the calculated limits with
the limits calculated with the latest large-R jet energy scale calibrations.

The larger datasets will allow us to extend the excluded masses, however, as we see in Table 10.7, the systematic
uncertainties are dominant in the low mass region (massBSMparticle . 700 GeV) whereas the statistical uncertainty
in data is dominant at the high mass region; it is important to increase the sensitivity to diboson resonances by
using the larger datasets, however we also need to pay attention to the techniques by which we can decrease the
systematic uncertainties.

In Section 10.2-10.5, the value k/M̄Pl = 1.0 is used to interpret the GKK resonance, although the k/M̄Pl of order
0.1 or less is preferred theoretically [13]. Note that both the production cross section and decay width of the KK
graviton scale as the square of k/M̄Pl. By decreasing the systematic uncertainties, we can set the upper limits to the
GKK resonance with smaller k/M̄Pl values. Furthermore, as described in Section 1.2.1, our final goal is to test the
electroweak symmetry breaking in the vector boson scattering processes. Improving the identification of boosted
W and Z bosons by applying the latest large-R jet energy calibrations, we can start vector boson scattering searches
in the semi-leptonic final state.

Expected upper limits with the latest large-R jet energy scale calibrations

The expected upper limit for the cross section of HVT Z′ → WW, GKK, and the heavy scalar signal in the ggF/qq̄
category are shown in Figure 10.12, 10.13, and 10.14. In the bottom panels, the ratio between the upper limits
calculated with the old large-R jet energy scale systematic uncertainties and with the latest large-R jet energy scale
calibrations are shown as a function of the invariant mass of `νJ. It is confirmed that the expected upper limits for
the new particles with the mass of 500 GeV would improve by 8-10 % compared to the currently used systematic
uncertainties.

Impacts on the BSM searches

The current sensitivity to the HVT Z′ → WW search is higher in the final states of `ν`ν/``qq in the low mass
region than the sensitivity of the search carried out in the final state of `νqq by 8-10 %. By improving the limits in
the `νqq final state by 10% in the low mass region, the upper limits of the `νqq would have the highest sensitivity
to the HVT Z′ → WW search, and the combined results of the Z′ → WW searches would improve significantly;
we can also improve the combined results of the VV → WW/WZ/ZZ searches significantly by applying the latest
large-R jet energy scale calibrations3.

Even using the latest large-R jet energy calibration and the full Run-2 dataset, we can not set upper limits to
the GKK resonance with a theoretically favoured k/M̄Pl value (e.g. k/M̄Pl = 0.1, the production cross section of

2LHC Run-2 proton-proton collision program finished on 29th October 2018, the total integrated luminosity certified good quality for
physics analyses is 140 f b−1 [59]

3The latest combination of searches for heavy diboson resonances are described in Reference [158]
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Table 10.7: Dominant relative uncertainties in the signal-strength parameter (µ). The uncertainties
are calculated with the following hypotheses; HVT signal production with m(Z′) = 1200 GeV and
m(W ′) = 500 GeV in the VBF category, and m(W ′) = 2000 GeV and m(Z′) = 500 GeV in the
ggF/qq̄ category, assuming that the production cross sections equal to the expected 95% CL upper
limits of 0.012 pb, 0.7 pb, 0.005 pb, and 0.5 pb, respectively. The impact from the many other
sources of systematic uncertainty remains significant. The effect of the statistical uncertainty on the
signal and background samples is also shown. The kinematic uncertainties on the large-R jets arise
from jet reconstruction uncertainties that can be dominant in the low m(WV) region because of the
merged analysis priority in the event categorisation. The scale uncertainty of the tt̄ background
includes the uncertainties of the factorisation and renormalization scales of the nominal generator.
The scale uncertainty of the W+jets background includes the uncertainties in the renormalization
and factorisation scales, the CKKW matching scales1 [156, 157], and the resummation scale. The
cross section uncertainties for the W+jets and tt̄ backgrounds are constrained by the corresponding
control data [38].

VBF Category
m(Z′) = 1200 GeV m(W′) = 500 GeV

Source ∆µ/µ [%] Source ∆µ/µ [%]
MC statistical uncertainty 15 MC statistical uncertainty 16
Large-R jets mass resolution 5 W+jets: cross section 10
W+jets: PDF choice 5 Multijet Emiss

T modelling 10
tt̄: alternative generator 5 Small-R jets energy resolution 9
W+jets: cross section 5 SM diboson cross section 8
tt̄: scales 4 tt̄: cross section 7
Total systematic uncertainty 24 Total systematic uncertainty 40
Statistical uncertainty 52 Statistical uncertainty 30

ggF/qq̄ Category
m(W′) = 2000 GeV m(Z′) = 500 GeV

Source ∆µ/µ [%] Source ∆µ/µ [%]
MC statistical uncertainty 12 Large-R jets kinematics 17
W+jets: generator choice 8 MC statistical uncertainty 12
W+jets: scale 5 tt̄: scale 11
SM diboson normalisation 4 SM diboson cross section 10
Large-R jets mass resolution 4 W+jets: alternative generator 10
Large-R jets D2 resolution 4 W+jets: scale 9
Total systematic uncertainty 20 Total systematic uncertainty 42
Statistical uncertainty 50 Statistical uncertainty 18
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Figure 10.12: Expected upper limits for the HVT Z′ → WW signal in the ggF/qq̄ category carried
out by the merged analysis with the total integrated luminosity of 120 fb−1. The green solid line
shows the expected upper limits at the 95 % confidence-level obtained with the same systematic
uncertainties used in the results shown in Section 10.2-10.5. The magenta dashed line shows the
expected upper limits with the latest large-R jet energy scale calibrations, described in Chapter 5.
The bottom panels shows the ratio between the upper limits calculated with the old large-R jet
energy scale systematic uncertainties and with the latest large-R jet energy scale calibrations, as a
function of the invariant mass of `νJ. At the low mass region, it is confirmed that the expected
upper limits is improved by 8-10 % by applying the latest large-R jet energy scale calibrations.
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Figure 10.13: Expected upper limits for the GKK signal in the ggF/qq̄ category carried out by the
merged analysis with the total integrated luminosity of 120 fb−1. The green solid line shows the
expected upper limits at the 95 % confidence-level obtained with the same systematic uncertainties
used in the results shown in Section 10.2-10.5. The magenta dashed line shows the expected upper
limits with the latest large-R jet energy scale calibrations, described in Chapter 5. The bottom
panels shows the ratio between the upper limits calculated with the old large-R jet energy scale
systematic uncertainties and the latest large-R jet energy scale calibrations, as a function of the
invariant mass of `νJ. At the low mass region, it is confirmed that the expected upper limits is
improved by 8-10 % by applying the latest large-R jet energy scale calibrations.
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Figure 10.14: Expected upper limits for the heavy scalar signal in the ggF/qq̄ category carried out
by the merged analysis with the total integrated luminosity of 120 fb−1. The green solid line shows
the expected upper limits at the 95 % confidence-level obtained with the same systematic
uncertainties used in the results shown in Section 10.2-10.5. The magenta dashed line shows the
expected upper limits with the latest large-R jet energy scale calibrations, described in Chapter 5.
The bottom panels shows the ratio between the upper limits calculated with the old large-R jet
energy scale systematic uncertainties and the latest large-R jet energy scale calibrations, as a
function of the invariant mass of `νJ. At the low mass region, it is confirmed that the expected
upper limits is improved by 8-10 % by applying the latest large-R jet energy scale calibrations.
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the GKK resonances scales 0.01 with this value.). To search the GKK resonances effectively, much larger dataset
is needed, furthermore we need to decrease the systematic uncertainties; the update of the large-R jet energy
calibration is a first step of the reduction procedure of the systematic uncertainties.

In Section 10.2-10.5, we presented the upper limits on the neutral heavy higgs as a feasibility test for extended
Higgs sectors. The neutral heavy higgs with mass of 500 GeV in the low tan β regime (e.g. tan β = 2.5) would
decay into the WW final state with the branching ratio of ∼ 2% [159], thus we will be able to increase the feasibility
of carrying out the searches of the heavy higgs decay H → WW in the ATLAS experiment by improving the upper
limits in the low mass region.

We carried out various BSM searches using the early part of the LHC Run-2 dataset, however, we have not
found any significant excesses yet. Now we are proceeding to the next stage of BSM searches; the precise mea-
surements of the vector boson scattering as a final test of the electroweak symmetry breaking. In Chapter 5.2, we
review a set of data-driven jet energy calibration methods. By calibrating large-R jet momentum precisely by these
methods, we can exploit the semi-leptonic final state in the vector boson scattering search.

The current VBS search in the `νqq final state is presented in Reference [160]. In this analysis, the large-R jet
energy calibration has an uncertainty of approximately 20% on the total background yields. As an extrapolation
from our analysis, we expect the uncertainty on the total background yields will be reduced by ∼4% in the VBS
search applying the large-R jet energy calibration presented in Chapter 5.2.

Further VBS search is currently in progress using the data corresponding to an integrated luminosity of
36.1 fb−1 collected at centre of mass energy of

√
s = 13 TeV by the ATLAS detector at the LHC during the

2015 and 2016 runs. In this analysis, the largest source of the systematic uncertainties arises from the background
modelling; the second largest source is the uncertainties related to the calibration of large-R jet energy. As a first
approximation, we estimate the expected improvements in this analysis by applying the jet calibration from the
improvements in the resonance search produced with the VBF process. The jet calibration will improve the uncer-
tainty in the VBS cross-section by approximately 1 %. After this analysis, the VBS search using the full Run-2
dataset will be carried out. For this analysis, much larger MC samples will be produced compared to our analysis,
thus the BG modelling will be significantly improved. Therefore, the calibration of the large-R jet energy will play
a key role in the VBS search using the full Run-2 dataset.

The LHC Run-2 program came to an end on 2nd December 2018. During the Run-2, we have accumulated the
data corresponding to an integrated luminosity of ∼150 fb−1; in order to further increase its discovery potential,
LHC will be upgraded in two steps. The next running period (Run-3) will start from 2021, and will accumulate
150 fb−1. (i.e. total integrated luminosity in Run-2 + Run-3 is approximately 300 fb−1) After Run-3, LHC will
be upgraded to the High Luminosity LHC (HL-LHC) to achieve instantaneous luminosities a factor of five larger
than the LHC nominal value. During the HL-LHC period, we will accumulate ∼3000 fb−1. Expected results in the
VBS search using the HL-LHC dataset are summarised in Figure 10.15. At the integrated luminosity of 3000 fb−1,
the relative uncertainty on the VBS cross-section will be 3-4 %. Then, we can test whether the observed value
agrees with the SM prediction; in other words, we will be able to answer a critical question “Are there more Higgs
bosons?” by the vector boson scattering analysis.
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If control regions are not used to constrain the systematics the expected significance is reduced to 3.6� at
300 fb�1. Likewise the cross-section uncertainty are increased to 28% at 300 fb�1 and 10% at 3000 fb�1

when control regions are ignored.

Fig 8 shows the expected signal sensitivity and cross-section uncertainty as a function of integrated
luminosity. In addition to the `⌫qq channel, curves representing the estimated combined sensitivity
including the other semi-leptonic channels, ``qq and ⌫⌫qq, are shown assuming they have equal sensitivity
as the `⌫qq channel. Here actual p-value calculations were done in comparison to Fig 7.
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Figure 8: a) Expected signal significance as a function of integrated luminosity up to 300 fb�1. The solid black
curve is the significance from the `⌫qq channel, while the black dashed curve shows the expected significance
from all semi-leptonic channels assuming equal sensitivity. The grey dashed curve highlights the 5� value. b) The
expected cross-section uncertainty as function of integrated luminosity up to 3000 fb�1. The solid black curve is the
uncertainty from the `⌫qq channel, while the dashed curve shows the expected uncertainty from all semi-leptonic
channels assuming equal sensitivity. The grey dashed curve highlights the values at 300 fb�1 and 3000 fb�1. The
e�ects of unfolding are not considered.

7 Conclusion

The prospects of searches for new heavy resonances decaying to diboson (WW/W Z) and measurements
of electroweak WW/W Z production via vector boson scattering in the semileptonic final states have
been presented. The electroweak WW/W Z production in vector boson scattering processes is expected
to be observed with a significance of more than 5 standard deviations at 300 fb�1and the expected
cross-section measured to within 6.5% at 3000 fb�1. The diboson resonance searches are interpreted for
sensitivity to a heavy scalar singlet, a simplified phenomenological model with a heavy gauge boson and a
Randall-Sundrum model with a spin-2 graviton. With 3000 fb�1of pp data, the mass limits for the new
resonance is extended to 4.9 TeV for the HVT W 0/Z 0, and 3.4 TeV for the Bulk Graviton .
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The prospects of searches for new heavy resonances decaying to diboson (WW/W Z) and measurements
of electroweak WW/W Z production via vector boson scattering in the semileptonic final states have
been presented. The electroweak WW/W Z production in vector boson scattering processes is expected
to be observed with a significance of more than 5 standard deviations at 300 fb�1and the expected
cross-section measured to within 6.5% at 3000 fb�1. The diboson resonance searches are interpreted for
sensitivity to a heavy scalar singlet, a simplified phenomenological model with a heavy gauge boson and a
Randall-Sundrum model with a spin-2 graviton. With 3000 fb�1of pp data, the mass limits for the new
resonance is extended to 4.9 TeV for the HVT W 0/Z 0, and 3.4 TeV for the Bulk Graviton .
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Figure 10.15: (a) Expected signal significance as a function of integrated luminosity up to 300 fb−1.
The solid black curve is the significance from the `νqq channel, while the black dashed curve shows
the expected significance from all semi-leptonic channels assuming equal sensitivity. The grey
dashed curve highlights the 5σ value. (b) The expected cross-section uncertainty as a function of
integrated luminosity up to 3000 fb−1. The solid black curve is the uncertainty from the `νqq
channel, while the dashed curve shows the expected uncertainty from all semi-leptonic channels
assuming equal sensitivity. The grey dashed curve highlights the values at 300 fb−1 and 3000 fb−1

[161].
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Chapter 11

Conclusions

After the discovery of the Higgs boson at LHC, we are focusing on solving some problems which can not be
explained by the SM; one of the most critical question is to test whether the Higgs boson is the only responsible
for unitarity restoration for the vector boson scattering (VBS). The recent results from the ATLAS and CMS
collaborations exploit only the fully-leptonic final state, and are still dominated by the statistical uncertainty in
data even using the LHC full data. Towards the semi-leptonic final state in future VBS searches, we established
the methodology to search for resonant vector bosons. The key technique is large-R jet energy calibration which
improves reconstruction efficiency of the hadronically decaying W and Z bosons which are highly-boosted. The
search for vector boson resonance is also critical to study many BSM theories; such as composite Higgs models,
warped extra dimensions, models with an extended Higgs sector, and grand unified theories, which predict new
particles decaying into a pair of vector bosons.

This thesis presents a search for resonant WW and WZ production in the semi-leptonic (`νqq) final state, using
the data corresponding to an integrated luminosity of 36.1 fb−1 collected at centre of mass energy of

√
s = 13

TeV by the ATLAS detector at the LHC during the 2015 and 2016 runs. The analysis is carried out in different
kinematic topologies according to the reconstruction of the hadronically decaying W/Z boson and is optimised for
various production mechanisms of the resonance. We develop a set of selections for each topology to maximise
the sensitivity to signal models. After the event selections, the major contribution from the SM background arise
from top quark pair production and W boson production associated with hadron jets. Contribution of these SM
backgrounds in the signal regions are estimated by dedicated analysis for a set of control regions.

We obtain the result that the data are consistent with the SM background hypothesis. Limits on the production
cross-section times branching ratio are obtained as a function of the resonance mass arising from three different
models; scalar bosons, Heavy Vector Triplet, and RS gravitons. We consider two different production modes; the
vector boson fusion and the gluon-gluon or quark-quark fusion. Masses below 2750 (3000) GeV for HVT WW
Model-A (B), 2800 (3000) GeV for HVT WZ Model-A (B), and 1750 GeV for RS Gkk signals with k/M̄Pl = 1.0
produced via gluon-gluon fusion are excluded at 95% CL.

The LHC Run-2 program came to an end on 2nd December 2018, we will present new results of vector boson
resonance searches using the full LHC data. The larger datasets will allow us to extend the excluded masses,
furthermore, by applying the latest large-R jet energy calibrations, described in Chapter 5, we will improve the
sensitivity at the low-mass region (m < 700 GeV); this improvement is critical to searches for some BSM particles,
such as heavy neutral Higgs bosons and the KK gravitons. In the final part of this thesis, the expected improvements
by applying the new large-R jet energy scale calibrations are estimated. We confirm that the expected upper limits
for the new particles with the mass of 500 GeV will improve by 8-10 % compared to the currently used systematic
uncertainties. Furthermore we will be able to use the semi-leptonic final state in the searches for VBS by updating
the large-R jet energy scale calibrations. The uncertainties related to the calibration of the large-R jet energy will
become much more important in the analysis using the full Run-2 dataset.
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Appendix A

Mistimed events

Both the 2015 dataset and the 2016 dataset have a small number of mistimed events, which are recovered from a
dedicated stream, and have corrected calorimeter energy although tracking and muon information in these events
are incorrect. The mistimed events need to be confirmed to have little effect on the analysis.

These events have incorrect tracking and muon information, thus the normal event selections, described in
Section.6, can not be applied. ( For example, electrons appear as photons in the mistimed events ) The impact of
the mistimed events on the analysis have been evaluated without using tracking and muon information, imitating
the event selections as close as possible.

• At least one large-R jet: the number of large-R jets >= 1

• Large-R jet selection: pJcalo
T > 200 GeV, |ηJ| < 2.0

• Boson-tag: (LP and HP) 50 GeV < mJ
calo < 150 GeV, (HP) the recommended D2-cut

• Photon selection: photon-ID “LooseLH”, isolation-cut “FixedCutTightCaloOnly”, pγT > 27 GeV

• Event topology: |∆φ(J, γ)| > 2.0

are required, where ∆φ(a, b) is the distance in the coordinate between objects a and b.
Table A.1 shows the cut-flow of the mistimed events.

Table A.1: Cut-flow of the mistimed events

Selections 2015 2016
All mistimed events 123 51

Pre-selections ( without any lepton selections ) 120 51
At least one Large-R jet 118 51

Large-R jet selection 118 51
Boson-tag LP (HP) 67 (13) 23 (6)

Photon selection 2 (1) 3 (1)
Event topology 0 (0) 3 (1)

No 2015 mistimed events passed the cut-flow. One 2016 events passed the cut-flow with the HP boson-tag. The
passed event has pJcalo

T = 800 GeV, in the pT range ( 800 GeV < |pJ
T| < 850 GeV ) there are 11 normal events which

passed the boosted HP cut-flow. Therefore the mistimed events have little effect on the analysis, and they are not
included in the analysis.

Events that caused the HLT to timeout (or crash) are stored in the debug stream. It is recommended to check
these events in search analyses. We confirmed no debug stream data are included in our SRs and CRs.
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Appendix B

Limit morphing

Linear assumption is used to extrapolate the upper limits for the intermediate mass signals in the limit plots Figure
10.11 and 10.9. The linear assumption is tested by a morphing technique considering acceptance × efficiency of
the neighbouring mass points.

The mlvJ binning is determined by signal resolution. (75 GeV at 500 GeV and 135 GeV at 1 TeV) There is
no necessary to sample with smaller mass step than that, therefore we do not need to apply morphing in the high-
mass region. It might be effective to apply morphing in the low mass region, in which we have signal mass points
with 100 GeV mass steps. A test has been performed in the low-mass region producing a intermediate mass point
between 600 GeV and 700 GeV in the HVT W′ model. Table B.1 summarises the results. There is close agreement
(∼10 %) between the linear assumption and the morphing result, thus we do not need to apply morphing.

Table B.1: Comparison between linear assumption and morphing output. Each column shows the
observed / expected / expected+1σ / expected+2σ/expected-1σ and expected-2σ upper limits.

Upper limit to the HVT W′ model (pb) observed expected +1σ +2σ -1σ -2σ
HVT W′ 600 GeV 0.17 0.32 0.44 0.61 0.23 0.18
HVT W′ 700 GeV 0.097 0.15 0.21 0.28 0.11 0.08

HVT W′ 650 GeV (Linear assumption) 0.13 0.24 0.33 0.45 0.17 0.13
HVT W′ 650 GeV (Morphing) 0.12 0.26 0.36 0.48 0.19 0.14

Ratio (Linear/Morphing - 1) 0.08 -0.08 -0.08 -0.06 -0.11 -0.07
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Appendix C

Event display

Figure C.1: Event display of the VBF candidate with the highest WV mass (2759 GeV) found in the
merged low purity signal region. The hadronically decaying boson is the largest shaded cone with
an 89 GeV mass, while the Emiss

T direction and the electron from the leptonic W decay are displayed
as a blue arrow and a yellow tower in the calorimeters that is extrapolated to a green line outside the
calorimeter volume, respectively. The leptonically decaying W boson is found to have pT = 1138
GeV, as measured from combining the lepton with pT = 777 GeV and Emiss

T = 362 GeV, whereas the
hadronically decaying V boson has pT = 1118 GeV. The invariant mass of the tag-jets, appearing as
small shaded cones in the forward regions, is measured to be 812 GeV while the pseudorapidity gap
between them is 5.6 [38].
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