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Abstract

The Higgs boson was discovered by the ATLAS and CMS experiments using the Large Hadron Collider
at CERN. After the discovery, it became important to measure the properties of the Higgs boson to
validate the Higgs mechanism in the Standard Model (SM) by measuring all the production and decay
modes. In addition, the properties of the Higgs boson such as the coupling and the differential production
cross-sections are sensitive to physics beyond the Standard Model (BSM) desired from both theoretical
viewpoints and cosmological observations. The measurement of these properties of the Higgs boson is
also an indirect search for BSM.

The cross-section of the Higgs boson production associated with either aW or Z boson (WH and ZH) times
the branching fraction of the H → bb̄ decay is measured using data of pp collisions at the center-of-mass
energy of 13 TeV with an integrated luminosity of 139 fb−1. The measurement includes the WH → `νbb̄,
ZH → νν̄bb̄, and ZH → `+`−bb̄ channels. Two main improvements are introduced in the ZH → `+`−bb̄
channel compared with the previous measurement with fewer data statistics. One is an improvement in the
performance of a multivariate method achieved by exploiting the difference in the polarization of the Z
boson between the signal and the background processes. The other is a development of a new methodology
to model top-quark production backgrounds and to eliminate approximately 10% systematic uncertainties
of these background processes. This new modeling approach makes the results more reliable.

The signals are observed (expected) with the significance of 4.0 (4.1) and 5.3 (5.1) standard deviations
for WH and ZH with respect to the background-only hypothesis, respectively. These results are the
first evidence of the WH production and the first observation of the ZH production, respectively. The
analysis yields signal strengths, the ratios of the observed production cross-sections times the branching
ratio to the prediction of the Standard Model, for the WH and ZH productions as µbbWH = 0.95+0.27

−0.25 and
µbbZH = 1.08+0.25

−0.23, respectively. Measurement of a differential production cross-section times the branching
fraction as a function of the transverse momentum of the vector boson (pVT ) is also performed, and the
results are: 19.0 ± 12.1 fb (150 ≤ pWT < 250 GeV), 7.2 ± 2.2 fb (pWT ≥ 250 GeV) for WH and 42.5 ± 35.9
fb (75 ≤ pZ

T < 150 GeV), 20.5± 6.2 fb (150 ≤ pZ
T < 250 GeV), 5.4± 1.7 fb (pZ

T ≥ 250 GeV) for ZH. The
measured differential cross-sections are all consistent with the prediction of the Standard Model within the
uncertainties ranging from 85% to 30% depending on the pVT regions.

The analysis sets constraints on BSM scenarios that affect the differential cross-section of theVH production.
In order to provide the experimental constraints in a model-independent way, the results are interpreted
in the Standard Model Effective Field Theory framework, and the Wilson coefficients of dimension-6
interactions, c(3)Hq, cHu, cHW and cHWB, are constrained.

The 125 GeV Higgs boson may be a CP-mixed state in a BSM model such as the 2 Higgs Doublet Model,
which contains the CP-odd interaction of the 125 GeV scaler particle and the vector bosons (VVH vertex).
The measurement of the pVT spectrum is a test of general BSM scenario and can constrain those CP-odd
interactions. However, the measurement can not tell whether the BSM interaction violates the CP symmetry
because the spectrum can also be affected by CP-even BSM interactions. The decay angle of Z → `+`− in
the ZH channel depends on the tensor structure of the VVH vertex. An analysis that exploits the decay
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angle to probe the CP-odd tensor structure of this vertex is proposed. This angular analysis provides weaker
constraints on the tensor structure than the analysis using the pVT differential measurement. The same
effect on the VVH vertex can also be accessed via the decay modes of the Higgs boson: H → Z Z∗ → 4`
and H → WW∗ → eνµν. The constraint on the corresponding Wilson coefficient derived from the VH
production using the pVT spectrum is roughly 30-40 times more stringent than the constraints by the decay
channels using the pp collision at 7 and 8 TeV (LHC ATLAS Run 1). The analysis using the decay angle
in the ZH → `+`−bb̄ channel yields roughly 5-10 times more stringent constraint on the same Wilson
coefficient than the analysis of the Higgs decay channels in the Run1.

The inclusive measurement of VH, H → bb̄ is included in the combined measurement of the Higgs
couplings with all the available production and decay modes in ATLAS. The experimental observable is
the branching ratio, the partial decay width divided by the total width of the Higgs boson. The H → bb̄
decay has the largest branching ratio of 58% among the decay modes in the Standard Model, and the
measurement of the H → bb̄ decay constrains the total width. Consequently, the measurement significantly
contributes to the constraints of the other Higgs couplings as well as the H → bb̄ coupling. Approximately
3 times more stringent constraints on the Higgs coupling to Z , W , and b-quark and 15-40% more stringent
constraints on the coupling to t-quark, τ-lepton, and muon are observed compared to the measurement
without including the VH, H → bb̄ analysis.
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1 Introduction

The smallest units of the matter are called elementary particles. The Standard Model of particle physics
(SM) describes all known elementary particles and interactions among those particles. Wide variety of
experimental phenomena are explained by the SM. However, the SM still has theoretical and cosmological
problems. One of the theoretical issues is that the SM does not provide a natural explanation of the light
mass of the Higgs boson [1–6], which is subjected to a large quantum correction. This problem is referred
to as hierarchy problem. One of the cosmological/phenomenological issues is that the SM is not able to
generate the observed baryon asymmetry of the universe (BAU). All these remaining issues imply the need
for physics beyond the Standard Model (BSM).

The Higgs boson was discovered in the H → γγ, H → Z Z∗ → 4` and H → WW∗ → eνµν decay
channels [7, 8] by the ATLAS [9] and CMS experiments [10] using proton-proton (pp) collisions at
√

s = 7 and 8 TeV (LHC Run 1). The Higgs decay to a pair of τ leptons is observed1 using the same Run 1
dataset [11–13]. Using collision data of 79.8 fb−1 with the center-of-mass energy increased to

√
s = 13 TeV

(LHC Run 2), there was the observation of the Higgs production in association with a pair of top-quarks
[14, 15] using collision data of 79.8 fb−1, which directly confirms the Higgs coupling to the top-quarks.
Finally, the observations of the Higgs production in association with a vector boson (VH production) and
the Higgs decay to a pair of b-quarks were achieved [16, 17] using the 79.8 fb−1 data at

√
s = 13 TeV in

addition to the data at
√

s = 7 and 8 TeV.

Given the confirmation of the Higgs coupling to the gauge bosons and the third generation fermions, the
attention of the Higgs physics is focused on precision measurements of this particle aiming at precision tests
of the Higgs mechanism and searches for hidden effect from BSM. The VH production and the H → bb̄
decay are focused in this thesis using the 139 fb−1 pp collision data at

√
s = 13 TeV collected with the

ATLAS detector.

The H → bb̄ decay is caused by the Yukawa coupling to the b-quarks, and its branching ratio of 58%
[18] is largest compared to the other decay modes in the SM. The precision measurements of the bottom
Yukawa coupling provides tests of BSM models such as 2 Higgs Doublet Model (2HDM) [19], which can
be relevant to the BAU [20, 21].

The VH production mode allows us to study the H → bb̄ decay by requiring the leptonic decay channel of
the vector boson to reduce backgrounds significantly. Measurements of the differential cross-section as a
function of the transverse momentum of the vector boson (pVT ) can also be tests of BSM models because
BSM models generally affect the cross-section of the VH production in the final state with high pVT . Since
the VH production is caused by the same VVH vertex as the H → Z Z∗ → 4` and H → WW∗ → eνµν
decay modes [22], a BSM affects both the VH production and the decays. However, the effects are more
significant in phenomena at a large energy scale (large virtuality of the vector boson). The energy scales in
the decays are bounded by the mass of the Higgs boson whereas there is no such boundary for kinematics

1 In the field of the experimental elementary particle physics, the confirmation of a phenomenon with greater statistical significance
than 5 standard deviations is referred to as observation.
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in the VH production. Therefore, the VH production mode is more sensitive to effects from BSM than the
Higgs decay channels. One example for such BSM models is the Heavy Vector Triplet (HVT) model [23].
This model appears as a low energy description of many models. The Minimal Composite Higgs Model
[24], which provides a solution to the hierarchy problem, is an example that reproduces the HVT model at
low energy.

The scope of this thesis is as follows. Two major improvements to the analysis channel targeting the
Z → `+`− decay following the ZH production are achieved. One is an improvement in the performance of
multivariate analysis incorporating the information on the polarization of the Z boson. This improves the
final sensitivity. The other is a new modeling method for top-quark production backgrounds to eliminate
systematic uncertainties of that background. With these improvements, the differential cross-sections of
the WH and ZH productions as functions of the transverse momentum of the vector boson are measured.
Interpretation of the measurements of the cross-section is performed using the Standard Model Effective
Field Theory [25, 26] to provide constraints for general BSM. A new analysis using the decay angle of
Z → `+`− in the ZH channel is developed to probe the CP-odd modification of the VVH vertex, which
may follow the CP-mixed 125 GeV scalar particle in the 2HDM [27, 28]. In addition, the Higgs couplings
are measured including this analysis of VH and H → bb̄ [29]. The contribution of the analysis to the
coupling measurement is also discussed.

This thesis is organized as the following. In Chapter 2, theoretical backgrounds are described including
a short description of the Standard Model and the Higgs boson physics. In Chapter 3, the experimental
apparatus, the Large Hadron Collider and the ATLAS detector, is described. In Chapter 4, the data and
simulations used in the analysis are described. In Chapter 6, the strategy of the analysis is discussed. In
Chapter 7, methods for the background estimation are described. In Chapter 8, systematic uncertainties
considered in the analysis are explained. In Chapter 9, methods for statistical analysis are described. In
Chapter 10, the results of the cross-section measurements are presented. In Chapter 11, interpretations
of the measurements and the contribution to the Higgs coupling measurement are discussed. Finally, in
Chapter 12, conclusions are stated.

The author’s contributions to the results are as follows: the improvement of the multivariate analysis
is discussed in Section 6.6.4. The new modeling method of the top-quark backgrounds is discussed in
Sections 7.2.2 and 9.2.2. The analysis using the Z → `+`− decay angle for probing the CP structure of the
VVH vertex is discussed in Section 11.2.
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2 Theoretical backgrounds

The theoretical backgrounds which this thesis is based on are introduced in this chapter. The Standard
Model of particle physics is summarized in Section 2.1. Theoretical aspects of the Higgs boson and its
properties are reviewed in Section 2.2. Remained issues in particle physics after the foundation of the
Standard Model are raised in Section 2.3, and the approaches of this thesis to these issues are explained in
Sections 2.4 and 2.5.

2.1 The Standard Model of particle physics

The Standard Model of particle physics (SM) is a field theory that includes fields corresponding to the
observed particles. “Particles” appear by quantizing the motion of these fields. The SM has the following
three ingredients. (i) Fermions, which constitute matters. This type of particles consists of quarks and
leptons. (ii) Gauge symmetry, from which the interactions of the fermions are derived. Fields of another
type called gauge bosons are required. (iii) The origin of the mass is explained by introducing Higgs
field.

The elementary particles are summarized in Tables 2.1 and 2.2. Known interactions of these particles are
electromagnetic interaction, weak interaction, strong interaction and gravity. The electromagnetic and
weak interactions are unified into electroweak interactions. Three interactions excluding the gravity are
derived from gauge symmetry and mediated by corresponding gauge bosons.

The basic description of the SM is presented in the next sections following arguments given in Refs. [30,
31].

Gauge symmetry

Lagrangian of the elementary fields is required to be invariant (symmetric) under certain gauge transfor-
mations which are explained in the next paragraph. The set of gauge transformations forms a group called

Table 2.1: Fermions in the Standard Model.

Type
Generation

Spin Charge Strong interaction
1 2 3

Leptons
νe νµ ντ 1/2 0 -
e µ τ 1/2 −1 -

Quarks
u c t 1/2 2/3 X

d s b 1/2 -1/3 X

20



Table 2.2: Bosons in the Standard Model.
Type Symbol Field Spin Charge Role

Gauge bosons

W± W±µ 1 1 Weak interaction
Z Zµ 1 0 Weak interaction
g Gµ 1 0 Strong interaction
γ Aµ 1 0 Electromagnetic interaction

Scaler boson ϕ ϕ 0 0 Origin of the masses

gauge group. An example is the Yang-Mills Lagrangian:

L = −
1
4

Fa
µνFaµν + ψ̄(i /D)ψ − mψ̄ψ. (2.1)

The anti-symmetric tensor Fa
µν is defined as:

Fa
µν = ∂µAa

ν − ∂νAa
µ + g f abcAb

µAc
ν, (2.2)

where Aa
µ are vector fields and f abc is the structure constants of the gauge group. ψ is a set of fermion

fields. The covariant derivative Dµ is defined as

Dµ = ∂µ − igAa
µta, (2.3)

where g is the gauge coupling constant and ta is the generators of the gauge group1.

The Yang-Mills Lagrangian in Eq. 2.1 is invariant under the following gauge transformation. The fermion
fields are transformed as:

ψ → exp (iαata)ψ, (2.4)

where αa = αa(x) are functions of the spacetime. For an infinitesimal transformation, this is rewritten as

ψ → (1 + iαata)ψ. (2.5)

The transformation of the vector fields are

Aa
µ → Aa

µ +
1
g
∂µα

a + f abcAb
µα

c . (2.6)

Under these transformations, the components in the Lagrangian are transformed as:

(∂µ − igAa
µta)ψ → (1 + iαbtb)(∂µ − igAa

µta)ψ +O(α2), (2.7)

Fa
µν → Fa

µν + g f abcFb
µνα

c +O(α2). (2.8)

In the second line, the Jacobi identity2 is used. Using these rules, the terms in the Yang-Mills Lagrangian
are invariant under these gauge transformations.

The electroweak and strong interactions are described as Yang-Mills theories based on the gauge groups
SU(2)L ×U(1)Y and SU(3)C , respectively. The implication of these theories are explained in the following
sections.
1 Generators which belong to different simple Lie sub-algebras of the gauge group can have different coupling constants.
2 f ade f bcd + f cde f abd + f bde f cad = 0.
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Electroweak interaction

The SM unifies the electromagnetic and weak interactions as electroweak interaction. The behavior of the
electroweak interaction is understood as an individual interaction of right-handed and left-handed fermions.
The right and left-handed fermions are defined by the eigen states of 1 and -1 of the γ5 matrix, where γ5 is
iγ0γ1γ2γ3 and γµ (µ = 0, · · · , 3) are the Dirac matrices. The left-handed fermions form isospin doublets
combining neutrino and electron, up quark and down quark. The electroweak interaction is identified as a
gauge interaction based on SU(2)L ×U(1)Y . The interaction between these isospin doublets and gauge
bosons Wa

µ (a = 1, 2, 3) and Bµ are described as:

−i L̄γµ
(
gτaWa

µ + g
′YL

2
Bµ

)
L, (2.9)

−iQ̄γµ
(
gτaWa

µ + g
′
YQ
2

Bµ

)
Q, (2.10)

where L = (νeL, eL), Q = (uL, d ′L) and τ
a (a = 1, 2, 3) are the half of the Pauli matrices: τa = σa/2.

There are three copies of L and Q referred to as generation, and they are described by the same
Lagrangian. d ′L is an eigen state of the weak interaction and related to a mass eigen state dL through the
Cabbibo-Kobayashi-Maskawa matrix VCKM as:

©«
d ′L
s′L
b′L

ª®¬ = VCKM
©«

dL

sL
bL

ª®¬ . (2.11)

YL and YQ are called hyper charge and the values are summarized in Table 2.3.

Table 2.3: Charge of the electroweak interaction. The values for νR are written for the case that they exist. T3

has a value of τ3/2 for the left-handed fields, and 0 for the right-handed fields. Qem is the electric charge and
T3 + Y/2 = Qem is satisfied.

Types T3 Y Qem

Leptons

L = ©«
νL

eL

ª®¬
1
2
−1

0

− 1
2 −1

νR 0 0 0

eR 0 −2 −1

Quarks

Q = ©«
uL

d ′L

ª®¬
1
2 1

3

2
3

− 1
2 − 1

3

uR 0 4
3

2
3

dR 0 −2
3 − 1

3

Higgs ϕ =
©«
ϕ1

ϕ2

ª®¬
1
2 1

1

− 1
2 0
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The gauge fields W i
µ and Bµ in Eqs. 2.9 and 2.10 are related to the gauge bosons in Table 2.2 by:

W±µ =
W1
µ ∓ iW2

µ
√

2
(2.12)(

Zµ
Aµ

)
=

(
cos θW − sin θW
sin θW cos θW

) (
W3
µ

Bµ

)
, (2.13)

where θW is the Weinberg angle, which is related to the gauge couplings through:

cos θW =
g√

g2 + g′2
, sin θW =

g′√
g2 + g′2

. (2.14)

On the other hand, the right-handed fermions do not form isospin doublets but are isospin singlets. In this
case, these right-handed fermions do not interact with the W boson. The interaction of the right-handed
and the gauge boson are described as:

−ig′
Ye
2

ēRγµBµeR, (2.15)

−ig′
Yu
2

ūRγ
µBµuR, (2.16)

−ig′
Yd
2

d̄Rγ
µBµdR . (2.17)

By rewriting Eq. 2.9 in terms of the observed field Aµ, Zµ and W±µ , the equation becomes

−i
g
√

2
L̄γµ

(
τ+W+µ + τ

−W−µ
)

L + −i
√
g2 + g′2 L̄γµ

(
τ3 cos2 θW −

YL
2

sin2 θW

)
LZµ − ieL̄γµ

(
τ3 +

YL
2

)
L Aµ

(2.18)

= − i
g
√

2

(
ν̄Lγ

µeLW+µ + ēLγµνLW−µ
)

− i
√
g2 + g′2

[
ν̄Lγ

µνL −

(
1
2
− sin2 θW

)
ēLγµeL

]
Zµ − ieēLγµeLAµ, (2.19)

where τ± = (τ1 ∓ iτ2), and e is the electric charge of the electron:

e =
gg′√

g2 + g′2
. (2.20)

Note that in Eq. 2.19 the values of hypercharges in Table 2.3 are substituted. Similarly, Eq. 2.15 becomes

−ig′
Ye
2

ēRγµ
(
cos θW Aµ − sin θW Zµ

)
eR (2.21)

= ig′ sin θW ēRγµeRZµ − ieēRγµeRAµ . (2.22)

The values of hypercharges in Table 2.3 are substituted.

A scalar field in isospin doublet called Higgs field is introduced, and the motion of this field is described
as: ����(∂µ − igτaWa

µ − i
g′

2
Bµ

)
ϕ

����2 + V(ϕ), (2.23)

V(ϕ) = µ2ϕ†ϕ − λ
(
ϕ†ϕ

)2
. (2.24)
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The minimum of V(ϕ) is given when (ϕ†ϕ) = µ2/2λ. The vacuum goes to one of the minima

ϕ =

(
0
µ
√

2λ

)
=

1
√

2

(
0
3

)
, (2.25)

where 3 is a constant called vacuum expectation value (VEV). This is referred to as electroweak symmetry
breaking (EWSB). After the EWSB, Eq. 2.24 becomes( 3g

2

)2
W+µW−µ +

1
8
32(gW3

µ + g
′Bµ)2 (2.26)

=
( 3g

2

)2
W+µW−µ +

1
8
32(g2 + g′2)ZµZµ . (2.27)

The masses of W±µ and Zµ are identified as:

mW =
1
2
3g, mZ =

1
2
3

√
g2 + g′2. (2.28)

The mass of Aµ is MA = 0.

It is possible to add terms:

λe
(
L̄ϕeR + ēRϕ∗L

)
, (2.29)

λd
(
Q̄ϕdR + d̄Rϕ

∗Q
)
, (2.30)

λu
(
Q̄ϕcuR + ūRϕ

∗
cQ

)
(ϕc = −iτ2ϕ

∗), (2.31)

thanks to the Higgs field that absorbs the difference in the representation of the left- and right-handed
fermions. The λ f ( f = e, d, u) are called Yukawa coupling constants. After the EWSB (〈ϕ〉 = (0, 3)/

√
2),

these terms become

λe3
√

2
(ēLeR + ēReL) , (2.32)

λd3
√

2
(
d̄LdR + d̄RdL

)
, (2.33)

λu3
√

2
(ūLuR + ūRuL) . (2.34)

The fermions acquire their masses:

m f =
λ f 3
√

2
( f = e, u, d, · · · ). (2.35)

For completeness, the kinetic terms of the gauge bosons are given by

−
1
4

Wa
µνWaµν −

1
4

BµνBµν . (2.36)

The antisymmetric tensors Wa
µν and Bµν are defined as:

Wa
µν = ∂µWa

ν − ∂νWa
µ + gε

abcWb
µWc

ν , (2.37)
Bµν = ∂µBν − ∂νBµ . (2.38)
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Strong interaction

The quarks have a degree of freedom called color. By imposing the SU(3)C gauge symmetry on a color
triplets of Dirac fields ψ, the triplet interacts with new gauge fields, gluon Ga

µ (a = 1, · · · , 8) as:

−igsψ̄γµtaψGa
µ, (2.39)

where ta are the representation matrices of SU(3). The kinetic term of the gluon is written as:

−
1
4

Ga
µνGaµν, (2.40)

where

Ga
µν = ∂µGa

ν − ∂νGa
µ + gs f abcGb

µGc
ν . (2.41)

f abc is the structure constant of SU(3). This gauge theory based on the SU(3)C symmetry is referred to as
Quantum Chromodynamics (QCD).

The leptons are color singlet unlike the quarks. Hence, the leptons do not interact with the gluon.

2.2 Higgs boson

The Higgs boson and its interaction

When the Higgs doublet has the VEV as Eq. 2.25, the Higgs field is parametrized using real fields h, φ1,
φ2 and φ3 as:

ϕ =
1
√

2

(
−i(φ1 − iφ2)

3 + h + iφ3

)
. (2.42)

h corresponds to a physical scalar particle called Higgs boson. φi are Nambu-Goldstone bosons, and they
are absorbed into the gauge bosons W i as their longitudinal degrees of freedom. Dropping terms of the
Nambu-Goldstone bosons, Lagrangian in terms of the Higgs boson is transformed as

(∂µϕ)
2 + µ2ϕ†ϕ − λ(ϕ†ϕ)2 (2.43)

=
1
2
(∂µh)2 −

m2
h

2
h2 −

√
λ

2
mhh3 −

λ

4
h4, (2.44)

where mh =
√

2µ =
√

2λ3, which is identified as the mass of the Higgs boson.

Higgs couplings to the gauge bosons is expressed by terms of Lagrangian:[
m2
WW+µW−µ +

m2
Z

2
ZµZµ

] (
1 +

h
3

)2
, (2.45)

where mW and mZ are defined as Eq. 2.28. Higgs couplings to the fermions are described as

L = −m f ψ̄fψf

(
1 +

h
3

)
, (2.46)

where m f is the fermion mass defined in Eq. 2.35.
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Production mechanisms of the Higgs boson

The Higgs boson is produced in proton-proton collisions by four processes: gluon-gluon fusion (ggF)
[18, 32], vector boson fusion (VBF) [18, 32], associated production with a top-quark pair (ttH) [33–38],
associated production with a vector boson (VH)[39]. The cross-sections as functions of the Higgs
boson mass mh are shown in Figure 2.1. The mechanisms and the production cross-sections at the
mh = 125.09 GeV, measured in the H → γγ and H → Z Z∗ → 4` decay channels [40], of four processes
are explained below.

The ggF process is expressed by the Feynman diagram shown in Figure 2.2. The cross-section of ggF are
calculated at N3LO (QCD) and NLO (EW) acuracy [33, 41, 43]. The value of the cross-section is

σggF = 48.52( pb)+4.56%
−6.72%(theory) ± 1.86%(PDF)+2.61%

−2.59%(αs). (2.47)

The PDF and αS uncertainties are derived following the recommendation of the PDF4LHC working
group [44]. The “theory” is remaining theory uncertainties including scale variations, PDF uncertainties,
uncertainties on electroweak correction, effects from missing mass of quarks, and other uncertainties [33].
For the scale variations, a short comment is given in Appendix A.

The VBF production is expressed by the Feynman diagram shown in Figure 2.3. The cross-section of VBF
is calculated at NNLO (QCD) and NLO (EW) accuracy [33, 41]. The result of the cross-section is

σVBF = 3.779 pb+0.4%
−0.3%(scale) ± 2.1%(PDF) ± 0.5%(αs) (2.48)
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Figure 2.1: Theoretical calculation of the production cross-sections of the Higgs boson as functions of Mh at
√

s = 13 TeV [33, 41, 42].
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Figure 2.2: Feynman diagram of the gluon-gluon fusion.
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The ttH production is expressed by the Feynman diagram in Figure 2.4. The cross-section of the ttH
production is calculated at NLO (QCD) and NLO (EW) accuracy [33, 41]. The result is

σttH = 0.5065 pb+5.8%
−9.2%(scale) ± 3.0%(PDF) ± 2.0%(αs). (2.49)

The VH productions are processes shown in Figure 2.5. The cross-section of the WH production and the
qq→ ZH contribution in the ZH production are calculated at NNLO (QCD) and NLO (EW) accuracy
[33, 41]. The resulting values are

σWH = 1.369 pb+0.5%
−0.7%(scale) ± 1.7%(PDF) ± 0.9%(αs), (2.50)

σqq→ZH = 0.7612 pb+0.5%
−0.6%(scale) ± 1.7%(PDF) ± 0.9%(αs). (2.51)

The ZH production is contributed by a loop-induced process gg → ZH expressed by the right Feynman
diagram in Figure 2.5. The cross-section of gg → ZH is calculated at NLO+NLL (QCD) accuracy. The
value is

σgg→ZH = 0.1227 pb+25.1%
−18.9%(scale) ± 1.8%(PDF) ± 1.6%(αs). (2.52)

The total ZH cross-section is

σZH = σqq→ZH + σgg→ZH = 0.8839 pb+3.8%
−3.1%(scale) ± 1.3%(PDF) ± 0.9%(αs). (2.53)
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Figure 2.3: Feynman diagrams for the VBF production
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Figure 2.4: Feynman diagrams for the associated production with tt̄ (ttH).
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Figure 2.5: Feynman diagrams for the associated production with a vector boson (VH).
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Decay channels of the Higgs boson

The mechanisms of Higgs decays are categorized into three groups. The first group includes decays to
a pair of fermions. These decays occur via Yukawa couplings, and the corresponding Lagrangian term
is Eq. 2.46. The Feynman diagrams are shown in Figure 2.6. The second group includes decays to four
fermions with a WW∗ and Z Z∗ pair in the intermediate state. These decays occur via the Higgs boson
couplings to the gauge boson in Eq. 2.45, and the Feynman diagrams are shown in Figure 2.7. The third
group contains decays to massless gauge bosons such as γγ and gg. These decays are induced by a loop of
fermions as shown in Figure 2.8.

Observables relevant to the decays are the branching ratios. Methods for the calculation of the Higgs
branching ratios are presented in Ref. [18] in detail. The calculated branching ratios [45] are shown in
Figure 2.9 and Table 2.4.

2.3 Remaining issues in the particle physics

There are several issues remaining after the establishment of the Standard Model. Issues relevant to this
thesis are described in this section.

H

f

f̄

Figure 2.6: Higgs decay to a pair of fermions
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Figure 2.7: Higgs decays to a pair of vector bosons
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Figure 2.8: Loop induced Higgs decay.
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Figure 2.9: Theoretical calculation of the branching ratios of the Higgs boson as functions of the Higgs mass Mh

[18].

Table 2.4: Theoretical calculation of the branching ratios of the Higgs boson [18]. These branching ratios are
calculated with the Higgs mass Mh = 125.09 GeV [40]. The uncertainties indicated as “theory” are uncertainties due
to the missing higher-order corrections. The uncertainties indicated as “mq” and “αS” are due to the experimental
uncertainties of these input parameters.

Decay Branching ratio

h→ bb̄ 5.809 × 10−1 +0.65%
−0.65%(theory)

+0.72%
−0.74%(mq)

+0.77%
−0.79%(αS)

h→ WW∗ 2.152 × 10−1 +0.99%
−0.99%(theory)

+0.98%
−0.98%(mq)

+0.64%
−0.62%(αS)

h→ Z Z∗ 2.64 × 10−2 +0.99%
−0.99%(theory)

+0.98%
−0.98%(mq)

+0.64%
−0.62%(αS)

h→ ττ 6.256 × 10−2 +1.17%
−1.16%(theory)

+0.98%
−0.98%(mq)

+0.62%
−0.62%(αS)

h→ cc̄ 2.884 × 10−2 +1.20%
−1.20%(theory)

+5.27%
−0.94%(mq)

+1.26%
−1.25%(αS)

h→ gg 8.180 × 10−2 +3.40%
−3.41%(theory)

+1.12%
−1.14%(mq)

+3.70%
−3.59%(αS)

h→ γγ 2.270 × 10−3 +1.73%
−1.72%(theory)

+0.97%
−0.94%(mq)

+0.66%
−0.61%(αS)

h→ µµ 2.171 × 10−4 +1.23%
−1.23%(theory)

+0.97%
−0.99%(mq)

+0.60%
−0.64%(αS)

h→ Zγ 1.541 × 10−3 +5.71%
−5.71%(theory)

+0.91%
−1.00%(mq)

+0.58%
−0.64%(αS)

Total width [GeV]

4.100 × 10−3 +0.73%
−0.73%(theory)

+0.99%
−0.97%(mq)

+0.60%
−0.61%(αS)
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2.3.1 Baryon asymmetry of the universe (BAU)

The baryon number of the universe is inferred from the Cosmic Microwave Background Radiation. Since
there was no net baryon numbers at the beginning of the universe, the baryon asymmetry is somehow
generated.

Sakharov pointed out conditions that a theory should satisfy to generate BAU [46]:

(1) Violation of both the C and CP symmetry,

(2) Process that changes the baryon number,

(3) Departure from the thermal equilibrium.

It is understood that the CP violation in the Standard Model with the CKM matrix does not provide
sufficient baryons [47]. Therefore, an additional sources of the CP violation must exist.

2.3.2 Hierarchy problem of the Higgs boson

The Higgs boson of the Standard Model receives the radiative correction from the Feynman diagram in
Figure 2.10 to its mass. The correction is quadratic in the cutoff Λ as3:

∆mh = −
3

8π
ytΛ

2. (2.54)

Λ is usually thought as a very large quantity such as the energy scale of the Grand Unification of the gauge
interactions. In order to keep the physical mass of the Higgs boson at 125 GeV, an extremely fine tuning
of the bare mass of the Higgs boson is required4. Physicists normally think that such a fine-tuning is
unnatural, and this is referred to as a hierarchy problem of the Higgs boson.

Theories with supersymmetry [48–50] provide a solution of this issue by introducing extra particles that
can cancel out the large radiative correction. To cancel the diagram with a top-quark, its super-partner
(scalar-top) must have the mass below 1 TeV . However, it is not found in the LHC data.

Issues with the Standard Model imply necessities for physics beyond the Standard Model (BSM), in
particular, existence of new fields and interactions with the SM fields.

f

f

h h

Figure 2.10: 1-loop correction to the propagator of the Higgs boson.

3 “3” is the color factor for the top-quark
4 In the renormalization group picture, the mass of the Higgs boson should finely be tuned in physics at the cutoff scale.

30



2.4 Measurements of the properties of the Higgs boson assuming CP even
scenarios

2.4.1 Effective Field Theories and model-independent measurement

Production cross-sections and decay widths of particles are affected by extra interactions added to the
Standard Model. Since the nature of BSM is not known, it is useful to express the experimental results in a
model-independent way. Standard Model Effective Field Theory (SMEFT) [51] can describe phenomena
caused by a large variety of additional heavy fields, below the energy scale of the new physics.

Formalism of the Standard Model Effective Field Theory

The first part of the SMEFT consists of the renormalizable terms of the Standard Model Lagrangian
constructed by the field operators with mass dimensions less than five. The SMEFT adds operators of
the SM fields with mass dimensions higher than four. In the renormalization group picture, contributions
of these higher dimensional operators get smaller in low energy phenomena. Thus, these operators are
referred to as irrelevant operators. The Lagrangian density of the SMEFT is written as:

L = LSM +
1
Λ

∑
C(5)i Q(5)i +

1
Λ2

∑
C(6)i Q(6)i + O

(
1
Λ3

)
, (2.55)

where Q(d)i are field operators with mass dimension d and Λ is the energy scale of new physics, which is
typically larger than the electroweak scale. C(d)i are dimensionless parameters associated to the dimension-d
operators, Q(d)i , which are referred to as Wilson coefficients. Contributions from BSM appear in the
irrelevant operators. The Wilson coefficients specify phenomena at low energy. Λ can not be determined
from the measurement of processes below the energy scale of new physics. In other words, only C(5)/Λ
and C(6)/Λ2 can be measured.

Since a model is specified by setting the Wilson coefficients, cross-sections and branching ratios are
also expressed as functions of the coefficients. There are six operators which affect both qq → WH
and qq → ZH, and 7 operators which affect only qq → ZH. The scattering amplitude of qq → VH
process shown in Figure 2.5 is dimensionless regardless of the Feynman diagram. An amplitude that
includes a dimension-6 interaction linearly depends on C(6)/Λ2 with the mass-dimension of -2 while the
diagram by the Standard Model (SM) includes the electroweak gauge couplings (g, g′) and m2

V/3. By
dimensional analysis, the amplitude by the dimension-6 term roughly depends on the momentum scale as
O(p2) compared to the SM amplitude whose dependence is roughly O(p−1). There is one subtlety in the
argument above: the longitudinal component of a vector boson have the size of EV/mV in the relativistic
regime while the size of the transverse components remain O(1). Thus, the dependence of the scattering
amplitudes on the momentum is different in different operators due to polarization of the vector boson.
Nevertheless, the cross-section of the VH processes in the high pVT phase space can show significant
effects from these dimension-6 terms in the Lagrangian. Thus, the goal of this thesis is to derive limits
on the Wilson coefficients, especially for dimension-6 operators, by interpreting the measurements of the
differential cross-section of the VH production.

Choice of how to expand dimension-6 interactions in the effective Lagrangian (basis) is not unique. Basis
used in this thesis are calledWarsaw basis [26], which respects the gauge symmetry of the Standard Model
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(SU(3)C × SU(2)L ×U(1)Y ). However, another basis, Strongly Interacting Light Higgs boson (SILH) basis
[25], is often found in literature. The SILH formalism expands in terms of the fields that diagonalize the
mass matrix.

2.4.2 Heavy Vector Triplet and its UV completed theories

To explain that the limits on the Wilson coefficients serve as limits on an actual model, explicit models are
described below.

An example of BSM models that can be described in the SMEFT framework is the Heavy Vector Triplet
(HVT) model [23], which introduces real vector fields Va

µ (a = 1, 2, 3) in the adjoint representation of
SU(2)L . The Lagrangian of HVT is written as:

L = −
1
4

D[µVa
ν]D
[µVν]a +

m2
V

2
Va
µ Vµa

+ igV cHVa
µ H†τa

←→
D µH +

g2

gV
cFVa

µ

∑
f

f̄Lγµτa fL

+
gV

2
cVVV εabsVa

µ VµaD[µVν]c + g2
V cVVHHVa

µ VµaH†H −
g

2
cVVW εabcWµνaVb

µ Vc
ν , (2.56)

where the bracket means the anti-commutation with respect to the Lorentz indices:

D[µVa
ν] ≡ DµVa

ν − DνVa
µ , DµVa

ν ≡ ∂µVa
ν + gε

abcWb
µVc

ν , (2.57)

τa are the half of the Pauli matrices: τa = σa/2. The arrow assigned to the covariant derivative represents
Hermitian derivative as:

iH†τa
←→
D µH ≡ iH†τa(DµH) − i(DµH)†τaH. (2.58)

The heavy vector resonances Va
µ are mixed with the SM vector bosons, W± and Z , through the term

associated the cH in Eq. 2.56. However, this mixing is small when the mass hierarchy, mW/mV < 10−1, is
imposed [23]5. Therefore, the mixing is ignored in this analysis.

The HVT model introduces additional contribution to the VH production through the diagrams in Figure
2.11 that affect Wilson coefficients. In order to evaluate the contribution to the VH production,

igV cHVa
µ (H

†τa
←→
D µH) = igV cHVa

µ

[
(τaH)†∂µH − (∂µH)†τaH

−i
g

2
Wa
µH†H − ig′BµH†τaH

]
. (2.59)

In the second line, {τa, τb} = 1
2δ

ab is used. The second line is further transformed as:

igV cHVa
µ

[
−i

g

2
Wa
µH†H − ig′BµH†τaH

]
= gV cH

(3 + h)2

2

[
g

2
Va
µ Waµ +

g′

2
V3
µ Bµ

]
= gV cH

(3 + h)2

2

[
g

2
V+µ W−µ +

g

2
V−µ W+µ +

√
g2 + g′2

2
V3
µ Zµ

]
,

(2.60)

5 This is presented for gV and cH of O(1) in Ref. [23]. This picture may be altered for the stronger couplings.
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where V± = (V1 ∓ iV2)/
√

2. In the first line, the terms including the Goldstone bosons are dropped. For
the interaction between the quarks and the heavy vector fields,

g2

gV
cF q̄Lγ

µτaqLVa
µ =

g2

gV
cF q̄Lγ

µ
(√

2τ+V+µ +
√

2τ−V−µ + τ3V3
µ

)
qL

=
g2

gV
cF

[
1
√

2
d̄Lγ

µuLV−µ +
1
√

2
ūLγ

µdLV+µ +
1
2

(
ūLγ

µuL − d̄Lγ
µdL

)
V3
µ

]
. (2.61)

By combining Eqs. 2.60 and 2.61, Feynman diagrams on the left of Figure 2.11 are obtained. The scattering
amplitudes represented by these Feynman diagrams are approximated by the amplitudes indicated by the
Feynman diagrams on the right of the figure when the momentum p is much lower than the mass of the
heavy resonance.

In the Warsaw basis, interactions which include two quarks, the gauge boson, and the Higgs boson are
parametrized as:

L =
c(3)Hq

Λ2 (H
†iτa
←→
D µH)(q̄Lτ

aγµqL) +
c(1)Hq

Λ2 (H
†i
←→
D µH)(q̄Lγ

µqL)

+
cHu

Λ2 (H
†i
←→
D µH)(ūRγ

µuR) +
cHd

Λ2 (H
†i
←→
D µH)(d̄Rγ

µdR) + · · · . (2.62)

To match the HVT model to the EFT description, the following must be satisfied:

c(3)Hq

Λ2 = −
g2cHcF

m2
V

= −
4gHgq

m2
V

, (2.63)

c(1)Hq = cHu = cHd = 0. (2.64)

Here, gH ≡ gV cH/2 and gq ≡ g2cF/2gV . This can also be written as:

L = −
gHgq

2m2
V

{
2
√

23hg
[
d̄LiγµuLW−µ + ūLiγµdLW+µ

]
+23h

√
g2 + g′2

[
ūLiγµuL − d̄LiγµdL

]
Zµ

}
. (2.65)

This agrees with the result in Ref. [33].

The following combinations of the parameters reduce to the same SMEFT and show the same phenomena
at low energy as in the next paragraph.

- Strongly coupled: mV = 7 TeV, gH = −gq = 1.75

- Moderately coupled: mV = 2 TeV, gH = −gq = 0.5

- Weakly coupled: mV = 1 TeV, gH = −gq = 0.25

Thus, a measurement of anomalous interactions has sensitivities to various ranges of parameters and is
interpreted as an indirect search for BSM.

These additional terms affect the production of the Higgs boson with a vector boson (VH) in the phase space
with the high transverse momentum of V (pVT ). This is shown in Figure 2.12. Thus, Wilson coefficients
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V+

−igµν

p2−m2
V

u

d̄

H

W+

i g
2cF√
2gV

i 3g2 gV cH −→

u

d̄

H

W+

−i 3g
3cH cF

2
√

2m2
V

V−

−igµν

p2−m2
V

d

ū

H

W−

i g
2cF√
2gV

i 3g2 gV cH −→

d

ū

H

W−

−i 3g
3cH cF

2
√

2m2
V

V3

−igµν
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V
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Z
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2cF

2gV i 3
√
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√
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Figure 2.11: Contribution from the HVT model to the WH and ZH production. While W and Z represent the gauge
bosons of the Standard Model, V represents the heavy vector field. The amplitudes are approximated by the ones
obtained from the Feynman diagram on the right when p � mV .

corresponding to these models are studied through the measurement of the differential cross-section of the
VH production as functions of pVT .

Direct searches for the heavy resonance V have been performed in final states with two SM weak bosons
using the 139 fb−1 data of ATLAS, and have excluded these resonances below 3-5 TeV [52, 53]. From
the discussions above, the higher mass region can be searched if the coupling is sufficiently strong by the
indirect search through the differential cross-section measurement of the VH production.

Composite Higgs model

The HVT model can also be an effective description of another theory.

An example is the Minimum Composite Higgs Model (MCHM), which is shortly described below. The
MCHM has a SO(5) global symmetry that is broken to the SO(4) subgroup by a strongly interacting sector
[24]. The lightest vector resonances in the MCHM are described by the HVT model [23]. The four pseudo
Nambu-Goldstone bosons (PNGB) corresponding to the preserving SO(4) symmetry form a complex
doublet of SU(2)L . A loop correction involving the top quark generates a potential for the PNGBs giving
a VEV to these bosons. Then, the EWSB takes place as SO(4) → SO(3), and one remaining PNGB
is identified as the Higgs boson. The mass of the Higgs boson is protected by the approximate SO(5)
symmetry from large radiative corrections [54]. Hence, the hierarchy problem of the Higgs boson is
solved.
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Figure 182: Left: The partonic ud̄!W+h cross section as a function of the centre-of-mass energy of the parton
collision. The black lines correspond to the SU(2)L triplet model with MV = 1 TeV, gH = �gq = 0.25 (dashed),
MV = 2 TeV, gH = �gq = 0.5 (dotted), and MV = 7 TeV, and gH = �gq = 1.75 (solid). The corresponding EFT
predictions are shown in the linear approximation (solid red), and when quadratic terms in D=6 parameters are
included in the calculation of the cross section (solid purple). Right: Theory error as a function of MV (solid line).
The error is defined to be the relative difference between the constraints on g2

⇤ ⌘ g2
H = g2

q obtained by recasting
the limits derived in the framework of a D=6 EFT and those derived from the resonance model. The limits come
from re-interpreting the hypothetical experimental constraints with Mcut = 3 TeV, as described in the text. The
dotted line corresponds to the naive estimate (Mcut/MV )2.

This is meant as a simple proxy for more realistic measurements at the LHC, for example mea-
surements of a fiducial �(pp!W+h) cross section in several bins of MWh. For simplicity, we assume
that the errors are Gaussian and uncorrelated. These measurements can be recast as constraints on D=6
EFT parameters for different Mcut identified in this case with the maximum MWh bin included in the
analysis. For simplicity, in this discussion we only include �gWq

L ⌘ [�gZu
L ]11� [�gZd

L ]11 and ignore other
EFT parameters (in general, a likelihood function in the multi-dimensional space of EFT parameters
should be quoted by experiments). Then the “measured" observable is related to the EFT parameters as

�

�SM
⇡
 

1 + 160 �gWq
L

M2
Wh

TeV2

!2

. (II.2.56)

Using this formula, one can recast the measured cross sections as 95% CL confidence intervals on �gWq
L :

Combining the MWh bins up to Mcut, one finds the following 95% confidence intervals:

Mcut[TeV] 0.5 1 1.5 2 2.5 3

�gWq
L ⇥ 103 [-70, 20] [-16,4] [-7,1.6] [-4.1,1.1] [-2.7,0.8] [-2.2,0.7]

Suppose these constraints are quoted by experiment. A theorist may try to interpret them as con-
straints on the vector resonance model with gq = �gH ⌘ g⇤ using the map in Eq. (II.2.55). This way
one would obtain the constraints on g⇤ as a function of MV : for example, for MV = 3 TeV one would
find g⇤  0.80(0.49) for Mcut,1 = 1 TeV (Mcut,2 = 2 TeV). Note that, for our (arbitrary) choice
of data points, the limits on g⇤ obtained from the measurement with Mcut,2 are stronger from the one
with Mcut,1. However, the result for Mcut,1 is also useful for theorists. First, it can be used also for
MV ⇡ 2 TeV, whereas the one with Mcut,2 = 2 TeV does not have a meaningful interpretation in
this mass range. Furthermore, the theory error is smaller for Mcut,1 (⇠ 10% for MV = 3 TeV) than
for Mcut,2 (⇠ 40% for MV = 3 TeV). Here, we define the theory error as the fractional difference
between the bound on g2

⇤ interpreted from the EFT constraints, and the true bound obtained by fitting

Figure 2.12: Differential partonic cross-sections of the WH production as a function of the center-of-mass energy
of the initial partons predicted by HVT models and corresponding effective field theories. The black curves are
the predictions from the HVT model with mV = 1 TeV, gH = −gq = 0.25 (dashed), mV = 2 TeV, gH = −gq = 0.5
(dotted) and mV = 7 TeV, gH = −gq = 1.75 (solid). The red curve represents the EFT prediction when considering
only the terms of the cross-section linear in Wilson coefficients. The purple curve represents the same effective
theory but considering the quadratic and linear terms. The plot is taken from [33].

Extended gauge symmetry

The gauge coupling of the HVT Lagrangian can also be weak. Although it may be less attractive than the
composite Higgs model, it is still a possible BSM scenario. This effective model arises when a symmetry
breaking pattern, SU(2)1 × SU(2)2 ×U(1) → SU(2)L ×U(1)Y , realizes [23, 55].

Validity of the Effective Field Theory

In order to think about the validity of the effective description truncated at the dimension-6, dimension-8
contribution is discussed below following the argument in Ref. [33]. Here, the dimension-8 contribution
from the following expansion of the propagator of the heavy resonance is taken as an example:

−igµν

p2 − m2
V

=
igµν

m2
V

−
igµν

m2
V

p2

m2
V

+O

((
p

mV

)4
)
. (2.66)

In the HVT model, the coefficient of the second terms is gHgq similar to the dimension-6 term. The
amplitude of the SM contribution scales as gSM (=g or g′) whereas the amplitude by the dimension-6
operator scales as gHgq × p2/Λ2. When gHgq is large compared to g2

SM, equivalently Λ is large, there is
an energy range that the VH process is dominated by the dimension-6 operator while the EFT description
is still valid:

gHgqp2/Λ2 > g2
SM ⇐⇒ Λ × g2

SM/gHgq < p2 < Λ. (2.67)

In this kinematic region, the dimension-6 term in the cross-section, |Mdim-6 |
2, is relevant even though this

term includes the factor Λ−4. On the other hand, the dimension-8 contribution to the cross-section with
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Λ−4 comes from the interference between the SM and dimension-8 operators, 2Re
[
MSMM

∗
dim-8

]
. For the

example above, this term scales as g2
SMgHgq × p4/Λ4 and is suppressed by a factor g2

SM/gHgq compared
to |Mdim-6 |

2. Therefore, the approximation becomes good when the energy scale of the BSM is high even
if the dim-6 term is the same.

2.5 Measurements of the properties of the Higgs boson relevant to CP
violation

2.5.1 Electroweak of baryogenesis via the Yukawa couplings to the top and bottom quarks

There can be two or more Higgs fields in theories. A model that contains two Higgs doublets is called 2
Higgs Doublet Model (2HDM) [19]. For example, theories with supersymmetry must include two Higgs
doublets to avoid anomalies and make the theory sensible. The Yukawa interaction in the general 2HDM is
written as:

LY = − f̄L(Y1Φ1 + Y2Φ2) fR + h.c., (2.68)

where Φ1 and Φ2 are scalar fields of SU(2)L doublet. These scalars include five physical particles (Higgs
bosons): h, H, H± (scalars) and A (pseudo-scalars). With these Higgs bosons, Eq. 2.68 is rewritten as:

LY = − f̄Ly
f
φ fR + ū

[
V ρdPR − ρ

u†VPL

]
dH+ + h.c., (2.69)

where coupling constants y fi j for flavor f = u, d, e are defined as:

y
f
hi j
=
λ
f
i
√

2
δi j sin(β − α) +

ρ
f
i j
√

2
cos(β − α), (2.70)

y
f
Hij =

λ
f
i
√

2
δi j cos(β − α) +

ρ
f
i j
√

2
sin(β − α), (2.71)

y
f
Ai j
= ∓i

ρ
f
i j
√

2
. (2.72)

In these formulae, i and j indicate the flavor, and tan β represents the ratio of the two vacuum expectation
values (VEVs) of Φ1 and Φ2. α is the mixing angle of h which is constructed from the Φ1 and Φ2
components.

The phenomenological importance of the 2HDM is that it can include CP violation in the Higgs sector. It
is proposed that the BAU can be generated in general 2HDM framework [20, 21] avoiding limits from
experiments such as flavor physics and the electric dipole moments of the electron, the neutron, and the
proton. In this scenario, the baryon number is generated when the electroweak phase transition (EWPT)
took place. At the EWPT, a domain with the broken electroweak symmetry expands to the whole universe.
For the left-handed fields, more quarks are reflected by interaction with the domain wall of the EWPT than
anti-quarks (Sakharov’s condition 1). Similarly, for the right-handed fields, more anti-quarks are generated.
In the symmetric phase, sphaleron process frequently occurs since the sphaleron energy is proportional
to the VEV. The sphaleron process acts only left-handed fields, which means the net baryon number is
generated (Sakharov’s condition 2). If the EWPT is strongly first order, the generated baryon number is
conserved in the broken phase (Sakharov’s condition 3).
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Measurements of the Higgs boson coupling at the LHC, especially the coupling of the Higgs boson to the t
and b-quarks, are sensitive to viable regions for the electroweak baryogenesis (EWBG) in a complementary
way to other experiments. The viable regions for the EWBG via extra bottom Yukawa coupling in the
general 2HDM are shown in Figure 2.13. Thus, measurements of the coupling of the Higgs boson and the
b-quark is important in the context of EWBG. This measurement is discussed in Section 11.3.

The coupling of the Higgs boson to the top quark can also be relevant to the EWBG. Ref. [20] suggests a
parameter space viable for the EWBG with the H → γγ decay width as shown in Figure 2.14. As seen in
this figure, the measurement of the Higgs coupling to the top quark is sensitive to parts of the parameter
values that can generate a sufficient baryon number. The most stringent limit on the electron EDM (eEDM)
is |de | < 1.1 × 10−29 ecm [56]. However, the eEDM can be smaller by choosing another parameter ρee in
this model, and EWBG is still possible [57]. Therefore, a test by the measurement of the Higgs couplings
is still motivated.

The measurement of the H → bb̄ coupling also contributes to the precision of other couplings of the Higgs
boson because the H → bb̄ coupling has the largest contribution to the total width of the Higgs boson.
Experimental observables are branching ratios, which are partial widths divided by the total width. Thus, to
constrain partial widths or coupling constants, it is necessary to constrain the total width. This is discussed
in Section 11.3.

2.5.2 Measurement of CP property in the VVH vertex

While theoretical works are rarely found for models that generate the BAU via CP violation in the VVH
vertex, it is possible that the VVH vertex has a CP-odd structure. For example, these CP-odd BSM
interactions can be generated by the CP-mixed 125 GeV Higgs boson in a BSM such as 2HDM [27, 28].
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FIG. 1. YB/Y obs
B = 1 contours (blue solid contours) and the 2� excluded limits of the Higgs signal strengths (gray shaded

regions), B(B ! Xs�) (purple shaded regions) and �ACP (red dash-dotted curves) are shown, respectively. We take c��↵ = 0.1,
mH = mA = mH± = 600 GeV, ⇢tt = �t (left) and ⇢tt = 0.1 (right).

gray (purple) are ruled out by the Higgs signal strength
measurements (B(B ! Xs�)) at the 2� level, while the
2� exclusion limits of �ACP are indicated by the red
dash-dotted curves (with the regions above the dash-
dotted curve is excluded). In our analysis, we sym-
metrized the errors in the Higgs signal strength measure-
ments for simplicity. One can see that the EWBG-viable
regions are rather limited by these current experimen-
tal constraints. For ⇢tt = �t, the regions conforming
Im(⇢bb) & 0.058 are excluded by �ACP measurement
(Fig. 1 [left]), however, negative Im(⇢bb) can still sustain
YB/Y obs

B > 1, but |Im(⇢bb)| cannot be & 0.1. Note that
in Fig. 1 [left], the �ACP constraint excludes the EWBG-
viable regions for Im(⇢bb) > 0. This is because the non-
zero and positive central value of the Belle �ACP mea-
surement [48] and our choice of real and positive ⇢tt = �t

in the left panel of Fig. 1. E.g. if one chooses ⇢tt = ��t,
�ACP constraint would exclude EWBG-viable regions
for Im(⇢bb) < 0, however, would allow the parameter
space for Im(⇢bb) > 0. If ⇢tt = 0.1, on the other hand,
|Im(⇢bb)| can reach around 0.2 and the EWBG-viable re-
gions are expanded (Fig. 1 [right]). Note that �ACP does
not give any useful bounds in this case. We note in pass-
ing that if we do not assume the cancellation mechanism
for de, the current bound would exclude the regions of
|Im(⇢bb)| & 0.06, excluding the most EWBG-viable re-
gions. We further remark that the current constraints in
Fig. 1, heavily depend on c��↵, ⇢tt and mH± . For exam-
ple, in the alignment limit, the constraint from Higgs sig-
nal strength measurements i.e. gray shaded region would

vanish. This is clear from the expression of yf
hij (see

Eq.(3)), where the terms proportional to ⇢ij are modu-
lated by c��↵. Moreover, B(B ! Xs�) and �ACP do
not depend on c��↵, the constraints from them will re-
main even for c��↵ = 0. However, these two constraints

vanish if ⇢tt = 0 and/or mH± becomes too heavy. In such
special case, i.e. when ⇢tt = 0 and c��↵ = 0, constraint
on |Im(⇢bb)| could be milder.

Now we discuss future prospects. The future measure-
ments of these observables from Belle-II, full HL-LHC
dataset (3000 fb�1) will also provide very sensitive probe.
It will be nonetheless interesting to find out the param-
eter space for ⇢bb assuming future projections of these
constraints. In order to find the constraints from future
projections, we adopt two di↵erent scenarios. In the first
scenario (Scenario-1), we assume the central values of the
future measurements for all these constraints are same as
in SM, while in the second scenario (Scenario-2) the cen-
tral values are assumed to remain same as in the current
measurements. The parameter space for ⇢bb with the pro-
jections in Scenario-1 are summarized in Fig. 2, while the
projections with Scenario-2 are shown in Fig. 3.

Let us discuss the impact of these future projections in
detail. The full HL-LHC dataset is expected to measure
µ��

ggF , µZZ
ggF , µWW

ggF , µ��
V BF and µWW

V BF very precisely, lead-
ing to very stringent constraint on ⇢bb. For example, with
an integrated luminosity of 3000 fb�1, the projected rela-
tive uncertainties by ATLAS and CMS [51, 52] are ⇠ 5%
for µ��

ggF , µZZ
ggF , µWW

ggF , and ⇠ 10% for µ��
V BF , µWW

V BF , re-
spectively. We find the 2� orange dot-dashed contours
in Figs. 2 and 3, assuming Scenario-1 and 2, respectively.
In addition to these limits, ILC could measure [53] the
hbb coupling at 1.1% (1�) accuracy (relative to its SM
value) in the 250 GeV program (2 ab�1 data). We show
this projected limit (2� exclusion) by the black dotted
contours in Figs. 2 and 3.

Belle-II will also provide stringent constraint. The pro-
jected 2� exclusion form B(B ! Xs�) are shown in
Figs. 2 and 3 by green solid contours, while projection
for �ACP is shown by red dashed contours. In find-

Figure 2.13: Contours of viable regions of the EWBG via the extra Yukawa coupling of the bottom quark in
the general 2HDM framework are shown in the blue line [21]. The regions excluded with 2σ are shown as the
following. The gray shaded regions represent the Higgs measurements at the LHC. The purple regions correspond to
measurements of the branching ratio of B-hadrons: B→ Xsγ. The red curve shows a measurement of the difference
of the CP-asymmetry between charged and neutral B→ Xsγ decays. The parameters for the 2HDM is selected as
indicated in the plots.
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3

diagonalized by just V u
R to a single nonvanishing 33 ele-

ment yt, the SM Yukawa coupling, while the combination
−Y1 + Y2 is not diagonalized. Solving for V u

R in terms of
nonvanishing elements in Y1 and Y2, one finds

Im
[
(Y1)tc(Y2)

∗
tc

]
= −ytIm(ρtt), ρct = 0, (9)

with ρtc related to ρtt but remaining a free parameter.
Although such a simple Yukawa texture makes it easy to
see how the BAU-related CPV emerges in the Yukawa
sector at T = 0, the charm quark would be massless.
We therefore scan a wider parameter space, keeping the
physical Yukawa couplings in our numerical analysis.

To calculate YB , we need to calculate the density nL

in Eq. (6). The relevant number densities are nq3 =
ntL + nbL , ntR , ncR , nbR , and nH = nH+

1
+ nH0

1
+ nH+

2
+

nH0
2
. We solve a set of transport equations [29] that are

diffusion equations fed by various density combinations
weighted by mass (hence T ) dependent statistical factors,
but crucially also CPV source terms such as Eq. (7).

For our numerical estimates [30], we adopt the dif-
fusion constants and thermal widths of left- and right-
handed fermions given in Ref. [31], and follow Ref. [23]
to reduce the coupled equations to a single equation
for nH , controlled by a diffusion time DH " 101.9/T
modulated by 1/v2

w. As discussed [4], the EWPT has
to be strongly first order. In the current investigation,
we use TC = 119.2 GeV and vC = 176.7 GeV, which
are calculated by using finite-temperature one-loop ef-
fective potential with thermal resummation [21], taking
mH = mA = mH± = 500 GeV, M ≡ m3/

√
sβcβ = 300

GeV, and tβ = 1, where m3 is a mixing mass parameter
between the two Higgs doublets Φ1,2. In particular, we
take cβ−α = 0.1, which is close to alignment. The cho-
sen parameter set together with ρtt specified below are
consistent with direct search bounds of the heavy Higgs
bosons at the LHC [32]. But the LHC should certainly
have the ability to search for sub-TeV bosons.

The ρijs are constrained [8, 33, 34] by Bd and Bs me-
son mixings and b → sγ decay. In Ref. [34], it is found
that |ρtt| < 2, |ρtc| < 1.5 and |ρct| < 0.1. As a conser-
vative choice, we consider |ρtt|, |ρtc| ≤ 1 and |ρct| ≤ 0.1,
with ρij = 0 for all other entries. Note that, from the ob-
served flavor pattern and yt " 1, having these two param-
eters at O(1) are the most reasonable. Scanning over φtt

and ρtc (but keeping a general texture such that physical
charm and top quark masses are kept), we show YB/Y obs

B

in Fig. 2 as a function of |ρtt|. The purple dots (green
crosses) are for 0.1 ≤ |ρtc| ≤ 0.5 (0.5 ≤ |ρtc| ≤ 1.0), and
the phases φtt and φtc ∈ (0, 2π).

We see that sufficient YB can be generated over a large
parameter space, and that |ρtt| is a stronger driver for
YB than ρtc, as suggested by the simplified argument of
Eq. (9). However, for small ρtt ! 0.01, large ρtc = O(1)
with | sin φtc| " 1 could come into play for EWBG.

Phenomenological consequences.— Be it the ρtt or
ρtc-driven EWBG case, a prominent signature would
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FIG. 2. Impact of ρtt and ρtc on YB , where the phases φtt and
φtc are scanned over 0 to 2π, with other parameters randomly
chosen (see text for details). The purple (green) points are
for 0.1 ≤ |ρtc| ≤ 0.5 (0.5 ≤ |ρtc| ≤ 1.0).
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FIG. 3. YB, |de| and µγγ on the |ρtt|–φtt plane, where solid
curve marks YB/Y obs

B = 1. The shaded region is excluded by
the electron EDM bound, with gray dashed curve its projected
sensitivity. The dotted curves are for h → γγ with µγγ as
marked. The |de| and µγγ results are for cβ−α = 0.1.

be t → ch decay [6]. We find, for our benchmark,
B(t → ch) " 0.15% for |ρtc| = 1 and ρct = 0, which
is below the Run 1 bound of B(t → ch) < 0.22% (0.40%)
from ATLAS [35] (CMS [36]). While search would con-
tinue at Run 2, ATLAS has a projected reach [37] of
B(t → ch) < 0.015% with full HL-LHC data, based on
h → γγ mode alone. Thus, the ρtc (= 0 possibility is
testable. However, t → ch vanishes with cβ−α → 0, but
a related signature for ρtc ∼ 1 has been studied [38] re-
cently. The study shows that a search for cg → tH, tA

Figure 2.14: Contour of a viable region of the EWBG via the extra Yukawa coupling of the top quark [20].
YB/Yobs

B = 1 corresponds to the observed asymmetry of the baryon number. The limits from the electron EDM are
indicated with de. The blue dashed curves show the variation of the H → γγ width that can be tested by the LHC.

The CP structure of the coupling of the Higgs and vector bosons was studied in the Higgs decays. An
analysis was performed using datasets from ATLAS Run 1 [22]. In the analysis, the Higgs coupling to the
vector bosons is parametrized as:

LV =

{
κSM cosα

[
1
2
gHZZZµZµ + gHWWW+µW−µ

]
−

1
4

1
Λ

[
κHZZ cosαZµνZµν + κAZZ sinαZµν Z̃µν

]
−

1
2

1
Λ

[
κHWW cosαW+µνW−µν + κAWW sinαW+µνW̃−µν

]}
· h. (2.73)

In this parametrization, ZµνZµν and W+µνW−µν is connected to CP-even BSM contributions while Zµν Z̃µν

and W+µνW̃−µν is connected to CP-odd BSM contributions. When results are presented, the parameters
κHVV and κAVV are redefined as:

κ̃AVV =
1
4
3

Λ
κAVV, κ̃HVV =

1
4
3

Λ
κHVV . (2.74)

Constraints on the parameters (κ̃AVV/κSM) · tanα and κ̃HVV/κSM were derived and summarized in Table
2.5. The profiled likelihood scans for these coupling ratios are also shown in Figure 2.15.

The momentum scale is bounded in the Higgs mass when studying the Higgs decays. Thus, effects
from BSM (via irrelevant terms) are suppressed by a factor mh/Λ

d. By studying the VH production, the
momentum scale can be higher than the decay channels since it is bounded by the beam energy. It is
suggested that the VH production is sensitive to the CP structure in the VVH vertex [58]. An analysis is
performed in Chapter 11.
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Table 2.5: Expected and observed fitted values of κ̃HVV/κSM and (κ̃AVV/κSM) · tanα, and the 95% excluded regions
derived from the H → Z Z∗ → 4` and H → WW∗ → eνµν decays. The signal strengths are considered as
independent for decay channels and the beam energy (

√
s = 7, 8 TeV). The table is taken from Ref. [22].

Best-fit value 95% CL Exclusion Regions
Coupling ratio Observed Expected Observed
κ̃HVV/κSM −0.48 (−∞,−0.55] ∪ [4.80,∞) (−∞,−0.73] ∪ [0.63,∞)

κ̃AVV/κSM · tanα −0.68 (−∞,−2.33] ∪ [2.30,∞) (−∞,−2.18] ∪ [0.83,∞)
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Figure 2.15: Observed scanned values of the log likelihood ratio as functions of κ̃HVV/κSM and (κ̃AVV/κSM) · tanα
derived from the analysis of the Higgs decays. The red and blue curves represent the H → WW∗ → eνµν and
H → Z Z∗ → 4` decays, respectively. The black curve corresponds to the combination of the two decay channels
assuming κ̃HZZ = κ̃HWW = κ̃HVV and κ̃AZZ = κ̃AWW = κ̃AVV . The 68% and 95% confidence intervals are indicated
by the dotted and dotted-dashed lines indicated in the plots. The plots are taken from Ref. [22].

Interpretation of the differential cross-section as a function of pVT

CP-odd dimension-6 operators also modify the spectrum of pVT in the VH production. Similar to the
interpretation with the CP-even SMEFT, limits on the Wilson coefficients of the CP-odd operators can be
derived as an interpretation of the differential cross-section as a function of pVT . This analysis is presented
in Section 11.2.

Interpretation of the differential cross-section as a function of a lepton angle

Since the differential cross-section as a function of pVT can be modified by both CP-even and CP-odd
dimension-6 operators, the pVT spectrum can not tell whether the dimension-6 interaction is CP-even/odd
when an anomalous interaction is found. An analysis using an angular distribution of the Z → `+`− decay
is proposed to probe CP-violation in the VH production. Since an effect on the angular distribution is
smaller than the effect on the pVT spectrum, the use of the angular information does not provide stronger
constraint on the CP-odd operators than the analysis using the pVT spectrum. However, this angular analysis
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may be useful to test the CP property when an anomalous VVH coupling is found. This analysis is
presented in Section 11.2.
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3 LHC and the ATLAS detector

In this chapter, experimental apparatuses are summarized. The Large Hadron Collider and the ATLAS
detector are introduced in Sections 3.1 and 3.2, respectively.

3.1 The Large Hadron Collider

Before injecting proton beams into the Large Hadron Collider (LHC) [59], several accelerators are used
[60]. Protons from a source are accelerated up to 50 MeV by LINAC2. The second step is the Proton
Synchrotron Booster (PSB), which increases the energy to 1.4 GeV. Proton Synchrotron (PS) accelerates
the beam to 26 GeV, and a 40 MHz bunch structure is formed. Then, Super Proton Synchrotron (SPS)
accelerates it to 450 GeV. Finally, the beam is injected into the LHC. This injector chain is summarized in
Figure 3.1.

The LHC is a circular collider with a circumference of 27 km. The LHC consists of two rings for proton
beams orbiting in opposite directions. As shown in Figure 3.2, the LHC has eight straight and arc sections.
The proton beams are bent and focused in the arc sections whereas they are accelerated with an RF cavity in
one of the straight sections Four straight sections provide collisions of two proton beams, and four detector
systems are constructed at the points. Two detectors, ATLAS [9] and CMS [10], are general-purpose
detectors that allow for studies from tests of the Standard Model to searches for the phenomena beyond the
Standard Model. A detector called LHCb [62] was designed to study physics in B-hadron systems. The
last detector is ALICE [63] which is optimized to study heavy-ion collisions to explore QCD phenomena
such as Quark Gluon Plasma.

The LHC accelerates the proton beams up to 6.5 TeV corresponding to the center-of-mass energy (
√

s) of
13 TeV in the proton-proton collisions. The highest recorded instantaneous luminosity in Run 2 (see the
next paragraph) is approximately 2.0 × 1034 cm−2s−1. As already mentioned, the beam of the LHC has a
bunch structure with a frequency of 40 MHz.

The first operation of the LHC was taken place at
√

s = 7 TeV in 2010. The collision energy is increased to
√

s = 8 TeV in 2012. Data of 4.7 fb−1 and 20.3 fb−1 were collected by the ATLAS detector at
√

s = 7 TeV
and 8 TeV, respectively. These operation periods are called LHC Run 1. After shutting down until 2014,
the LHC started providing collisions at

√
s = 13 TeV, which is called Run 2 operation. Until the shutdown

of the LHC at the end of 2018, ATLAS recorded 139 fb−1 data for physics analyses. The 139 fb−1 dataset
at
√

s = 13 TeV is used in this thesis.
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Figure 3.1: Schematic view of the CERN accelerator complex [61]. Before injecting beams in the LHC (large dark
blue ring), the smaller linear and circular accelerators are used.

3.2 The ATLAS detector

Overview

The ATLAS detector is a general-purpose detector designed to perform a variety of physics studies in high
energy proton-proton collisions. The ATLAS detector is divided into subsystems from inside to outside:
Inner Detector, Calorimeter, and Muon Spectrometer as shown in Figure 3.3. The subsystems are discussed
in Sections 3.2.1, 3.2.2 and 3.2.3. To perform experiments with hadron collisions, online event selection
referred to as trigger is crucial. This is explained in Section 3.2.4

To fulfill physics goals, each subsystem is designed to satisfy the requirements summarized in Table 3.1

Coordinate systems

Cartesian coordinate in the ATLAS detector is defined in Figure 3.4 as the right-handed coordinate system
with the x-axis pointing to the center of the LHC ring and the y-axis orienting vertically upward. Thus, the
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Figure 3.1: Schematic layout of an LHC half-cell

Figure 3.2: Schematic layout of the LHC. Beam 1 circulates clockwise and Beam 2 counter-clockwise.

27

Figure 3.2: Schematic layout of the LHC [59]. Beam 1 (blue) circulates clockwise and Beam 2 circulates
counter-clockwise.

Figure 3.3: Cut-away view of the ATLAS detector [9]. The dimensions of the detector are 25 m in height and 44 m
in length. The overall weight of the detector is approximately 7000 tonnes.
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Table 3.1: Required performance of the ATLAS detector [9]. The units for E and pT are in GeV. The Inner Detector
is not used in the Level-1 Trigger. The coverage of the High Level Trigger is the same as the “measurement”. See
Section 3.2.4 for the Level-1 and High Level Triggers.

Detector component Required resolution η coverage
Measurement Level-1 trigger

Tracking σpT/pT = 0.05%pT ⊕ 1% ±2.5 -
EM calorimeter σE/E = 10%

√
E ⊕ 0.7% ±3.2 ±2.5

Hadronic calorimeter (jets)
barrel and end-cap σE/E = 50%

√
E ⊕ 3% ±3.2 ±3.2

forward σE/E = 100%
√

E ⊕ 10% 3.1 < |η | < 4.9 3.1 < |η | < 4.9
Muon Spectrometer σpT/pT = 10% at pT = 10 TeV ±2.7 ±2.4

z is defined as the counterclockwise direction of the LHC. Since physics processes and the ATLAS detector
has cylindrical symmetry, a cylindrical coordinate system (r, z, φ) is useful to specify directions.

Pseudo rapidity η is defined as the high energy limit of the rapidity y:

η = lim
E, |p |→∞

y = lim
E, |p |→∞

1
2

ln
(

E + pz
E − pz

)
=

1
2

ln
(
1 + cos θ
1 − cos θ

)
=

1
2

ln
cos(θ/2)
sin(θ/2)

= −
1
2

ln tan(θ/2). (3.1)

This is useful since its difference η1 − η2 is an invariant of Lorentz boost in the z-direction. The angle φ
is also an invariant of the same Lorentz boost. Thus, ∆R =

√
(η1 − η2)2 + (φ1 − φ2)2 is invariant angular

separation and used extensively in this thesis.

The cylinder-shaped region with low |η | is called barrel, and the disk-shaped regions with high |η | are called
end-caps. The region with |η | & 2.5 is sometimes called forward. Since the coverage of the Inner Detector
(tracker) is limited to |η | . 2.5, the forward region usually needs different techniques in analyses.x
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Figure 3.4: Schematic view of the ATLAS coordinate system.
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3.2.1 Inner Detector

The Inner Detector (ID) is installed in the innermost layer of the ATLAS detector. The ID consists of
Insertable B-Layer (IBL), Pixel, Silicon Microstrip Tracker (SCT), and Transition Radiation Tracker
(TRT). Hits in the ID are used to reconstruct the tracks of charged particles. Combining with the track
reconstruction and the 2T solenoid magnetic field in the z direction, the momenta of these tracks are
measured. The ID is installed in 0 < R < 1150 mm, 0 < |z | < 3512 mm, corresponding to the coverage
|η | < 2.4 as shown in Figure 3.5.

Pixel detector and Insertable B-Layer

The sensor of Pixel adopts an n-type wafer for bulk. A highly positive dose (p+) region is placed on one
side and the reverse voltage is applied. A readout is placed on a highly negative dose (n+) region on the
other side. The n+ region improves the electron collection efficiency.

The sensors are segmented in pixels with size of ∆φ × ∆z(barrel) = ∆φ × ∆R(end-cap) = 50 × 400 µm2.
The size of the pixels for the IBL is ∆φ × ∆z = 50 × 250 µm2. Measurement of the positions of charged
particles is performed with these pixels.

For the barrel region, 1 IBL layer and 3 Pixel layers are installed in 33.3(IBL) < R < 122.5 mm and
0 < |z | < 400.5 mm. For the end-cap region, 3 Pixel disks are installed in 88.8 < R < 149.6 mm and
495 < |z | < 650 mm in each side.

Silicon Microstrip Tracker

The SCT sensor consists of strip-shaped p-type wafers as the cathode implanted in n-type bulk. Reverse
voltage is applied to enlarge sensitive volume and make electrons and holes drift to the electrodes.
AC-coupled readout strips are placed on the p-type cathodes.

In the barrel region, 80 µm2 pitch strips are equipped on the silicon wafer to measure φ coordinates. These
strips run in the beam direction and are referred to as axial strips. The SCT also has strips with 40 mrad
stereo angles (stereo strips) to allow for two-dimensional measurement. In the end-cap region, strips run
radial direction to measure the φ coordinate and strips with 40 mrad stereo angles are also used. The
average pitch of the strips is also 80 µm2.

4 layers are installed in 299 < R < 514 mm and 0 < |z | < 749 mm for barrel, and 9 disks are installed in
275 < R < 560 mm and 839 < |z | < 2735 mm for each end-cap.

Transition Radiation Tracker

The TRT consists of straw tubes made of polyimide. The tubes are embedded in stacks of foils or fibers of
polypropylene or polyethylene that produce transition radiation X-rays [64]. Xe-based gas mixture (70%
Xe, 27% CO2, 3% O2) is filled in the tubes to detect the transition radiation photons.

Many hits (typically 36 per track) are provided by the 4 mm diameter straw tubes with 130 µm accuracy
per tube. The tubes run along the beam axis in the barrel whereas in the radial direction in the end-cap,
which provide measurements of R − φ (barrel) and z − φ (end-cap) positions of tracks. Combining with
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the high precision silicon trackers at small radii, the TRT provides robust pattern recognition for track
reconstruction. The TRT greatly contributes to momentum measurement due to hits at large radii. The TRT
improves the separation of electrons from π± by detection of the transition radiation from the electron.

73 planes of straw tubes are equipped in 563 < R < 1066 mm and 0 < |z | < 712 mm for barrel, whereas
160 planes are equipped in 644 < R < 1004 mm and 848 < |z | < 2710 mm for end-cap.

3.2.2 Calorimeters

The ATLAS Calorimeter system consists of electromagnetic (EM) calorimeters and hadronic calorimeters.
Forward calorimeter that works as both as EM and hadronic calorimeter is used in 3.1 < |η | < 4.9.

The EM calorimeters measure the energy and the positions of electrons and photons absorbing their energy.
The hadronic calorimeter measures the energy and the positions of hadronic objects such as jets.

The calorimeters are installed outside of the Inner Detector as shown in Figure 3.6. The thickness of the
calorimeters is designed to fully contain EM and hadronic shows and is 11 interaction length (λ) at η = 0
including the outer support. The active material has ∼ 9.7 λ in the barrel and ∼ 10 λ in the end-cap

Electromagnetic Calorimeter

The EM calorimeter uses lead for the absorber and liquid Ar (LAr) for the scintillator. An accordion
structure is used for the absorber and the electrode as shown in Figure 3.7. This geometry realizes
uniformity in φ.

The EM calorimeter is divided into three layers in the depth direction as shown in Figure 3.7. The
granularity of the EM calorimeter is specified by the cells with the size of ∆η × ∆φ ∼ 0.003 × 0.1
(Layer 1), ∼ 0.025 × 0.025 (Layer 3) and ∼ 0.025 × 0.05 (Layer 3). A presampler with the granularity
∆η × ∆φ ∼ 0.025 × 0.1 and 11 mm (barrel), 5 mm (end-cap) thick is used as “Layer 0” and placed inner
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Figure 3.5: Layout of the ATLAS Inner Detector. This shows the quarter-section of the system.
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Figure 3.6: Cut-away view of the ATLAS Calorimeter system.

side of the Layer 1. The presampler is used to correct the energy of electrons and photons by detecting
showers caused by the interaction between electrons/photons and the Inner Detector.

The barrel part of the calorimeter covers |η | < 1.475 and the end-cap part covers 1.375 < |η | < 3.2. More
than 22 radiation length (X0) in the barrel and more than 24 X0 in the end-caps.
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Figure 3.7: Sketch of a barrel module of the EM calorimeter showing three layers. The granularity is defined by
“cells”. The wavy lines drawn on the side are the accordion structure of the EM calorimeter.
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Hadronic Calorimeter

The Tile calorimeter combines steel as the absorber and scintillation tiles as the active material as shown in
Figure 3.8.

The Tile calorimeter is segmented into three layers in the depth direction. The thickness of these layers is
1.5, 4.1, and 1.8 λ for the barrel and 1.5, 2.6, and 3.3 λ for the extended barrel. The granularity in ∆η × ∆φ
is 0.1 × 0.1 in the first two layers and 0.2 × 0.1 in the outermost layer.

The Tile calorimeter is placed outside the EM calorimeter from r = 2.28 m to r = 4.25 m and covers
the barrel region (|η | < 1.0) and the extended barrel region (0.8 < |η | < 1.75). The corresponding total
thickness of the detector is 9.7 λ at the outer surface of the Tile calorimeter at |η | = 0.

The Hadronic End-cap Calorimeter (HEC) consists of 25 or 50 mm thick copper plates as the absorber.
The 8.5 mm gaps of the copper plates are filled with LAr for the active material.

The HEC is segmented into four layers in the depth direction. The granularity in ∆η × ∆φ is 0.1 × 0.1 in
|η | < 2.5 and 0.2 × 0.2 in the higher η region.

The HEC is placed outside the end-cap EM calorimeter. The inner radius is r = 0.475 m or 0.372 m, and
the outer radius is r = 2.04 m, corresponding to the coverage of 1.5 < |η | < 3.2. The detailed layout is
shown in Figure 3.9.

The Forward Calorimeter (FCal) is composed of three modules. The first module uses copper as the
absorber for electromagnetic measurement. The second and third modules use tungsten which is suited for
the measurement of hadronic interactions. The absorbers are constructed with rod and tube structure, and
the gap is filled with LAr.

The granularity of the FCal is ∆x × ∆y = O(1 cm × 1 cm) and different in regions [65]

Photomultiplier

Wavelength-shifting fibre

Scintillator Steel

Source

tubes

Figure 3.8: Sketch of a Tile calorimeter module.
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The FCal is ∼ 10 λ thick. The FCal is placed in the region between the beam pipe and the HEC in
4.7 < |z | < 6.1 mm, and covers 3.1 < |η | < 4.9. The layout is summarized in Figure 3.9.

3.2.3 Muon Spectrometer

The Muon Spectrometer (MS) is placed at the outermost layer of the ATLAS detector. The MS consists of
4 detector technologies: Resistive Plate Chamber (RPC), Thin Gap Chamber (TGC), Monitored Drift Tube
(MDT), and Cathode Strip Chamber (CSC).

Combined with the 1T toroidal magnet, the MDT and the CSC provide a precision reconstruction of muons.
The RPC and the TGC are used for triggering muons with high transverse momenta.

The chambers of the MS are placed in layers called “stations”. For the barrel region, stations are located
at R ∼ 5 m, 7.5 m, 10 m. All three layers are in the magnetic field. For the end-cap region, stations are
located at |z | ∼ 7.4 m, 14 m, 21.5 m. A station called “EE” is installed before Run 2 at |z | ∼ 10.8 m. The
end-cap toroidal magnet is installed between the first and the second layers. Three stations are called inner,
middle and outer stations, respectively. The MS covers |η | < 2.7. The overall layout of the MS is shown in
Figure 3.10.
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Figure 3.9: Layout of the end-cap calorimeter modules.

Figure 3.10: Cross-section of the Muon Spectrometer in x-y (left) and y-z (right). For the left figure, the stations are
indicated with colors. The toroidal magnets are shown in the dashed lines. For the right figure, the MDT is shown in
green (barrel) and light blue (end-cap). The other types of chambers are indicated with different colors.
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Resistive Plate Chamber

The RPC consists of 2 mm gas gaps between resistive plates as shown in Figure 3.11. The gas contain
94.7% C2H2F4, 5% Iso-C4H10 and 0.3% AF6 and electric field of 4.9 kV/mm is applied. Readout strips
are placed on the other side of the PET foils and capacitively coupled with the electrodes.

The readout strips on one side of the gas gap measure the z coordinate, and the ones on the other side
measure the φ coordinate. Combining with the toroidal magnetic field, the RPC is used for triggering
muons.

The RPC is used only in the barrel region (|η | < 1.05). The layout of the RPC is shown in Figure 3.11

Thin Gap Chamber

The TGC is a multi-wire chamber as shown in Figure 3.12. A gas mixture with 55% CO2 and 45%
n-pentane is filed in the 2.8 mm gap, and the high voltage of 2900 ± 100 V is applied. The TGC has a fast
response time due to the short drift length between the wires (anode) and the strips (cathode).

The wires and the strip provide measurements of r and φ coordinates, respectively. The resolution of these
measurements are summarized in Table 3.2. The TGC is used for triggering muons in the end-cap region
(|η | < 2.4).

Three layers of the TGC are placed in the middle station. The TGC is also installed in the inner station. A
requirement of the coincidence of this layer with the middle station is useful to reduce backgrounds caused
by charged particles emerging from the beam pipe.

Monitored Drift Tube

The MDT consists of 29.97 mm diameter drift tubes shown in Figure 3.13. Gas mixture of 93% Ar, 7%
CO2 and <1000 ppm H2O is filled in the tubes with 3 bar. The high voltage of 3080 V is applied and the
drift time is at most 700 ns.

Figure 3.11: Left: Structure of an RPC layer. Right: Layout of the RPC system. The RPC is indicated with color.
The middle station has two layers and the outer station has one.
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1.8 mm

1.4 mm

1.6 mm G-10

50 µm wire

Pick-up strip

+HV

Graphite layer

Figure 3.12: Left: Structure of Gas gap of the TGC. Right: Cross-sections of a TGC triplet and doublet modules.

In each station of the MS, 6 or 8 layers of tubes are attached on both sides of a spacer as shown in
Figure 3.14. The position of a track is measured from the drift time, and a track segment is reconstructed
combining tubes in a layer. The MDT provides precise measurement in the η direction, which is crucial to
reconstruct the momenta of muons. The resolution of the MDT is summarized in Table 3.2.

The MDT is equipped in all the station of the MS as shown in Figure 3.10.

µ

29.970 mm

Anode wire

Cathode tube

Rmin

Figure 3.13: Cross-sections of an MDT tube.

Figure 3.14: Structure of a MDT module in a station.
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Cathode Strip Chamber

At the innermost layer of the MS in 2.0 < |η | < 2.7, the rate of particles such as neutrons, γ-rays, and
charged particles exceeds the limitation of the MDT (150 Hz/cm2). The CSC is used instead of the MDT
to provide precise measurement of tracks. This environment comes with several requirements as explained
below.

The CSC is a multi-wire proportional chamber as shown in Figure 3.15. The gas mixture of 80% Ar and
20% CO2 is filled in the gas gaps. With this gas mixture, the sensitivity of the CSC to neutrons is reduced.
The high voltage of 1900 V is applied. The drift time for electrons is less than 40 ns and the time resolution
is 5 ns.

Measurement is performed with cathode strips. The charge is induced in multiple cathode strips as shown
in Figure 3.15. The CSC measures the position of a track by taking the barycenter of the charge. The
cathode strips measuring the r and φ coordinates are placed on each side of the gas gap. The CSC has 4
layers of the gas gaps and provides precise tracking in 2.0 < |η | < 2.7 of the inner station of the MS. With
these capabilities, the CSC can operate under particle rates up to 1 kHz/cm2, which is sufficient.

3.2.4 Trigger system

The LHC provides proton-proton collisions at 40 MHz while the capability of the ATLAS data acquisition
(DAQ) system of recording data is approximately 1 kHz.

Cross-sections of processes at the LHC are shown in Figure 3.16. While the total cross-section of the
proton-proton inelastic scattering is 70 nb, cross-sections of interesting processes such as the production of

Anode wires

Cathode strips

S W

S=d=2.5 mm

d

0

0.2

0.4

0.6

0.8

-20 -10 0 10 20

x (mm)

C
h
a
rg

e
 f
ra

c
ti
o
n

Figure 3.15: Left: Structure of anode wires and cathode strips in a CSC gas gap. Right: Charge distribution induced
on the CSC cathode.

Table 3.2: Resolution and other parameters of measurements in chambers in the Muon Spectrometer.
Chamber resolution (RMS) in Measurement/track Number of

Type Function z/R φ time barrel end-cap chambers channels
MDT tracking 35 µm (z) - - 20 20 1088 (1150) 339k (354k)
CSC tracking 40 µm (R) 5 mm 7 ns - 4 32 30.7k
RPC trigger 10 mm (z) 10 mm 1.5 ns 6 - 544 (606) 359k (373k)
TGC trigger 2-6 mm (R) 3-7 mm 4 ns - 9 3588 318k

52



weak bosons, Higgs bosons, top quarks, and BSM particles are much smaller as shown in the figure. Thus,
selecting a subset of events that contain those interesting processes is crucial to perform physics analyses
with sufficient statistics. A system that performs the online event selection is called trigger.

The trigger system selects events with high pT objects such as leptons, missing transverse energy Emiss
T ,

photons, or jets, targeting the hard-scattering processes mentioned in the previous paragraph. Since the
trigger system must implement fast and precise selection, it exploits multi-step selection with hardware-
based Level-1 Trigger (L1) and CPU-based High Level Trigger (HLT). A schematic view of the ATLAS
Trigger System is shown in Figure 3.17.

The L1 implements fast event selection based on information from the Calorimeter and Muon Spectrometer
using dedicated hardware. The L1 reduces the event rate to approximately 100 kHz, which is the limitation
of the readout electronics. The L1 defines regions-of-interest (ROIs) that are used in the HLT.

The HLT implements event selection based on the species, energies, and/or momenta of particles. It can
also use a combination of requirements on several particles, or event topologies such as Emiss

T . The event
selection at the HLT is based on precise event reconstruction equivalent to offline algorithms. To perform
the offline level event reconstruction, the HLT uses information from all the detector subsystems in the
ROIs. The HLT reduces the event rates to ∼ 1 kHz, which is determined by the size of the storage.
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Figure 3.17: Schematic diagram of the ATLAS TDAQ system at the beginning of Run 2 [67]. L1Topo and FTK
were being commissioned.

One trigger is defined as a combination of L1 and HLT selection criteria. Each trigger can run being
prescaled to reduce event rates. To efficiently combine many types of the L1 Trigger and the HLT to cover
important physics channels, the prescale factors for all triggers are defined, which is referred to as Trigger
Menu. Most important triggers are used without prescaling. The main triggers in the 2018 data-taking are
shown in Table 3.3.
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Table 3.3: Main ATLAS triggers used with luminosities up to 2.0 × 1034 cm−2s−1 [68]. The observed trigger rates
are reported at a luminosity of 2.0× 1034 cm−2s−1 and a pileup of 55. These trigger rates include overlapping between
triggers. The uncertainty of the rates is the order of a few percent. The total rate includes many more triggers than
listed in this table. Electron (e), photon (γ), and tau (τ) identification of medium efficiency working point is applied.
unless it is specified. An online isolation requirement is indicated as (i). Topological requirements between L1
objects are indicated as (topo). For the ditau trigger, a minimal ∆R separation between isolated L1 tau objects and L1
jet objects is imposed. A selection of flavor tagging efficiency (ε) working points are indicated for b-jet triggers. For
B-physics triggers, dimuon vertices are required to have a positive displacement at the HLT, and dedicated selections
for dimuon mass, J/ψ, B-mesons, and Υ are applied as indicated with (di-µ), (J/ψ), (B) and (Υ), respectively. the
typical offline selections are determined by resolution effects. The total rates at L1 and HLT in the bottom row are
the total recorded rates and account for the overlaps between individual triggers. Only a selected number of primary
triggers is displayed in this table.

Trigger Typical offline selection
Trigger Selection L1 Peak HLT Peak

L1 [GeV] HLT [GeV] Rate [kHz] Rate [Hz]
L=2.0×1034 cm−2s−1

Single leptons

Single isolated µ, pT > 27 GeV 20 26 (i) 16 218
Single isolated tight e, pT > 27 GeV 22 (i) 26 (i) 31 195
Single µ, pT > 52 GeV 20 50 16 70
Single e, pT > 61 GeV 22 (i) 60 28 20
Single τ, pT > 170 GeV 100 160 1.4 42

Two leptons

Two µ, each pT > 15 GeV 2 × 10 2 × 14 2.2 30
Two µ, pT > 23, 9 GeV 20 22, 8 16 47
Two very loose e, each pT > 18 GeV 2 × 15 (i) 2 × 17 2.0 13
One e & one µ, pT > 8, 25 GeV 20 (µ) 7, 24 16 6
One loose e & one µ, pT > 18, 15 GeV 15, 10 17, 14 2.6 5
One e & one µ, pT > 27, 9 GeV 22 (e, i) 26, 8 21 4
Two τ, pT > 40, 30 GeV 20 (i), 12 (i) (+jets, topo) 35, 25 5.7 93
One τ & one isolated µ, pT > 30, 15 GeV 12 (i), 10 (+jets) 25, 14 (i) 2.4 17
One τ & one isolated e, pT > 30, 18 GeV 12 (i), 15 (i) (+jets) 25, 17 (i) 4.6 19

Three leptons

Three very loose e, pT > 25, 13, 13 GeV 20, 2 × 10 24, 2 × 12 1.6 0.1
Three µ, each pT > 7 GeV 3 × 6 3 × 6 0.2 7
Three µ, pT > 21, 2 × 5 GeV 20 20, 2 × 4 16 9
Two µ & one loose e, pT > 2 × 11, 13 GeV 2 × 10 (µ) 2 × 10, 12 2.2 0.5
Two loose e & one µ, pT > 2 × 13, 11 GeV 2 × 8, 10 2 × 12, 10 2.3 0.1

Signle photon One loose γ, pT > 145 GeV 24 (i) 140 24 47

Two photons
Two loose γ, each pT > 55 GeV 2 × 20 2 × 50 3.0 7
Two γ, pT > 40, 30 GeV 2 × 20 35, 25 3.0 21
Two isolated tight γ, each pT > 25 GeV 2 × 15 (i) 2 × 20 (i) 2.0 15

Single jet
Jet (R = 0.4), pT > 435 GeV 100 420 3.7 35
Jet (R = 1.0), pT > 480 GeV 111 (topo: R = 1.0) 460 2.6 42
Jet (R = 1.0), pT > 450 GeV, mjet > 45 GeV 111 (topo: R = 1.0) 420, mjet > 35 2.6 36

b−jets

One b (ε = 60%), pT > 285 GeV 100 275 3.6 15
Two b (ε = 60%), pT > 185, 70 GeV 100 175, 60 3.6 11
One b (ε = 40%) & three jets, each pT > 85 GeV 4 × 15 4 × 75 1.5 14
Two b (ε = 70%) & one jet, pT > 65, 65, 160 GeV 2 × 30, 85 2 × 55, 150 1.3 17
Two b (ε = 60%) & two jets, each pT > 65 GeV 4 × 15, |η | < 2.5 4 × 55 3.2 15

Multijets

Four jets, each pT > 125 GeV 3 × 50 4 × 115 0.5 16
Five jets, each pT > 95 GeV 4 × 15 5 × 85 4.8 10
Six jets, each pT > 80 GeV 4 × 15 6 × 70 4.8 4
Six jets, each pT > 60 GeV, |η | < 2.0 4 × 15 6 × 55, |η | < 2.4 4.8 15

Emiss
T Emiss

T > 200 GeV 50 110 5.1 94

B-physics

Two µ, pT > 11, 6 GeV, 0.1 < m(µ, µ) < 14 GeV 11, 6 11, 6 (di-µ) 2.9 55
Two µ, pT > 6, 6 GeV, 2.5 < m(µ, µ) < 4.0 GeV 2 × 6 (J/ψ, topo) 2 × 6 (J/ψ) 1.4 55
Two µ, pT > 6, 6 GeV, 4.7 < m(µ, µ) < 5.9 GeV 2 × 6 (B, topo) 2 × 6 (B) 1.4 6
Two µ, pT > 6, 6 GeV, 7 < m(µ, µ) < 12 GeV 2 × 6 (Υ, topo) 2 × 6 (Υ) 1.2 12

Main Rate 86 1750
B-physics and Light States Rate 200
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4 Data and simulations

Both data and simulation samples are needed in the analysis. The data samples corresponding to the
full ATLAS Run2 dataset are described in Section 4.1. The simulations for the signal and background
processes are described in Section 4.2.

4.1 Data sample

Data used in the analysis are collected using unprescaled single-lepton and Emiss
T triggers in 2015-2018

[68–71]. These triggers are listed in Table 4.1 with the criteria.

The analysis uses only the data in the periods in which the detector subsystems were operating good
condition. The amounts of these good data are 3.2, 33.0, 44.3 and 58.9 fb−1 for 2015, 2016, 2017 and 2018,

Table 4.1: Single-lepton and Emiss
T triggers used for the analysis. These triggers are unprescaled triggers operated in

indicate periods [68–71] The electron and muon triggers adopt the transverse momenta of leptons for the thresholds
while the Emiss

T triggers use the magnitude of Emiss
T . The electron and muon triggers with lower thresholds also

include requirement of likelihood identification and isolation. See Sections 5.2 and 5.3 for these requirements.
Year Threshold [GeV] Additional requirements ATLAS terminology

Emiss
T trigger

2015 70 - HLT_xe70_L1XE50

2016 90 - HLT_xe90_mht_L1XE50
110 - HLT_xe110_mht_L1XE50

2017 110 - HLT_xe110_pufit_L1XE50
2018 70 - HLT_xe110_pufit_xe70_L1XE50

Electron trigger

2015
24 Likelihood based identification HLT_e24_lhmedium_L1EM20VH
60 Likelihood based identification HLT_e60_lhmedium
120 Likelihood based identification HLT_e120_lhloose

2016-2018
26 Likelihood based identification

& Isolation HLT_e26_lhtight_nod0_ivarloose

60 Likelihood based identification HLT_e60_lhmedium(_nod0)
140 Likelihood based identification HLT_e140_lhloose(_nod0)

2018 300 - HLT_e300_etcut
Muon trigger

2015 24 Isolation HLT_mu24_iloose_L1MU15
2016-2018 26 Isolaion HLT_mu26_ivarmedium
2015-2018 50 - HLT_mu50
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respectively, and 139 fb−1 in total. The accumulation of the good data compared to the data delivered by
the LHC and recorded by ATLAS is shown in Figure 4.1.

There are multiple proton-proton collisions in bunch crossings in addition to hard scatterings focused in
the analysis. These extra interactions are referred to as pile-up. The average number of interactions per
bunch crossings (〈µ〉) is shown in Figure 4.2 for each year. As indicated in this figure, the average 〈µ〉 in
2015-2018 is 33.7.
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Figure 4.1: Integrated luminosity available in physics analyses compared to the integrated luminosity provided by
the LHC and recorded by the ATLAS detector [72].
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Figure 4.2: Number of interactions per crossing in each year [72].
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4.2 Signal and background processes and the simulations

4.2.1 Flow of the simulation

In Monte Carlo simulations, events are generated based on theoretical calculations. This part of the
simulation is summarized in Section 4.2.2. Response of the detector is simulated using the ATLAS detector
simulation software [73] based on Geant 4 [74]. As explained in Section 4.1, there are effects from the
pile-up. The pile-up is simulated by the soft QCD process using Pythia 8.186 [75] with the A3 tune [76]
and NNPDF2.3LO [77], and the contribution is overlaid after the detector simulation with Geant 4.

4.2.2 Relevant processes and physics simulations

Simulated events are prepared using programs called event generators. These event generators provide
differential distributions typically based on next-to-leading-order (NLO) perturbative calculation in QCD.
On the other hand, the total cross-sections are often available at higher accuracy, typically next-to-next-to-
leading-order (NNLO). In this case, samples are normalized using the best available theoretical calculation.
Thus, event generators and the cross-sections of relevant physics processes are described in the following
sections.

All generated samples, except Sherpa samples [78], are processed with EvtGen [79] to simulate the decays
of heavy flavor particles such as B and C mesons.

Higgs boson production in association with a vector boson (VH signal)

As shown in Figure 4.3, three production modes qq → WH, qq → ZH and gg → ZH, and the decay
modes W → `ν and Z → ee/µµ/ττ/νν are considered. The quark-initiated processes are simulated using
Powheg-Box-v2 [80] with GoSam [81], the MiNLO (Multiscale Improved NLO) correction [82, 83] and
the NNPDF3.0NLO PDF [84]. The events are passed to the Pythia 8.212 [75] generator with the AZNLO
tune [85] and the NNPDF3.0NLO PDF set [84]. The gluon-initiated ZH contribution is simulated by LO
QCD prediction using Powheg-Box-v2 with Pythia 8.212 with the AZNLO tune and NNPDF3.0NLO.

The samples are normalized using the best available theoretical calculations for the cross-sections. The
cross-sections forWH and ZH are calculated at NNLO (QCD) and NLO (EW) [86–92]. The gluon-induced
subprocess of ZH (the rightmost diagram in Figure 4.3) appears at NNLO (O(α2

S)). The cross-section
of this gg → ZH process is calculated in the limit of infinite top-quark and vanishing bottom quark
masses. The cross-section also includes photon-initiated processes [93] whose contribution is about

W∗

q̄

q

H

W

Z∗

q̄

q

H

Z t

g

g

H

Z

Figure 4.3: Feynman diagrams for the Higgs production in association with a vector boson (VH).
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O(5%) for WH and O(1%) for ZH. The cross-section of WH is σWH = 1.37 ± 0.04 pb. The total
ZH cross-section is σZH = 0.88+0.04

−0.03 pb (NNLO in QCD and NLO in EW). The gg → ZH samples
are normalized using calculation at NLO+NLL in QCD (O(α3

S)) [94–98]. The gg → ZH cross-section
is σgg→ZH = 0.12 pb. The qq → ZH samples are normalized using the cross-section defined as:
σqq→ZH = σZH − σgg→ZH = 0.76 pb. The accuracy of this quantity is NNLO in QCD (O(α2

S)).

As already mentioned, the cross-section of VH includes the NLO electroweak correction. The spectrum
of the transverse momentum of the vector boson is corrected to the NLO accuracy in the electroweak
interaction using Hawk [93, 99].

Single boson production

The single boson production (V + jets) backgrounds are expressed by the Feynman diagrams shown in
Figure 4.4. These processes are simulated using Sherpa 2.2.1 [78, 100–103] with NNPDF3.0NNLO
[84]. Sherpa calculates the matrix elements including 0 or 1 additional parton at NLO (QCD) and 2 or 3
additional partons at LO (QCD).

The cross-sections for V + jets are available at NNLO in QCD [104]. Thus, the samples are scaled to the
NNLO predictions. The scale factors for W + jets (W → `ν), Z + jets (Z → ``) and Z + jets (Z → νν)
are kW = 0.9072, kZ→`` = 0.9751 and kZ→νν = 0.9728. These numbers are taken from Ref. [105].

g

q

q

V

q̄

q

q

q̄

V

Figure 4.4: Feynman diagrams for the single boson production (V + jets).

Top-quark pair production

The Feynman diagrams for the top-quark pair production (tt̄) background are shown in Figure 4.5.
The tt̄ process is simulated using the Powheg-Box-v2 NLO matrix element generator [106] with the
NNPDF3.0NLO PDF set [84]. The events are further processed using Pythia 8.230 [75] with the A14
tune [107] and NNPDF2.3LO [77]. Detailed tuning parameters used in the simulation can be found in
Ref. [108].

The cross-sections of the tt̄ process is calculated at NNLO+NNLL in QCD [109]. The calculated
cross-section is σt t̄ = 831.76+40

−46 pb. The uncertainties include the PDF and αS uncertainties calculated
using the PDF4LHC prescription [44].
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Figure 4.5: Feynman diagrams for the top-quark pair (tt̄) production.

Single top production

The Feynman diagrams of single-top productions in Wt-, s- and t-channels are shown in Figures 4.6 and
4.7. All the production channels are simulated using Powheg-Box-v2 [110, 111] with the NNPDF3.0NLO
PDF set [84]. The generated events are further processed with Pythia 8.230 with the A14 tune [107] and
NNPDF2.3LO [77].

The cross-section of the Wt channel is available from an approximate NNLO calculation [112] with
172.5 GeV for the top-quark mass and MSTW2008 NNLO PDFs [112]. The calculated cross-section is
σWt = 71.7+3.8

−3.8 pb. The uncertainty includes the PDF and αS uncertainties calculated using the PDF4LHC
prescription [44]. The cross-sections for the single top production in the s- and t-channels is calculated at
NLO (QCD) with 172.5 GeV for the top-quark mass using Hathor v2.1 [113, 114]. The cross-sections
of the s-channel are σt = 6.35+0.2

−0.2 pb for the top-quark and σt̄ = 3.97+0.19
−0.17 pb for the anti-top-quark. The

cross-sections of the t-channel are σt = 136.02+5.4
−4.6 pb for the top-quark and σt̄ = 80.95+4.1

−3.6 pb for the
anti-top-quark. These uncertainties include the PDF and αS uncertainties calculated with the PDF4LHC
prescription [44].
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Figure 4.6: Feynman diagrams for the single-top production in the Wt channel.
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Figure 4.7: Feynman diagrams for the single top production in the s- and t-channels.
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Diboson production

As shown in Figure 4.8, diboson productions include quark- and gluon-initiated processes. A Feynman
diagram for diboson production is shown in Figure 4.8. The quark-initiated processes are simulated using
Sherpa 2.2.1 [78, 100, 101] with the NNPDF3.0NNLO PDF set [84] while the gluon-initiated processes
are simulated using Sherpa 2.2.2 with NNPDF3.0NLO [84]. As mentioned for the V + jets processes,
these event generators calculate the matrix element including 0 or 1 additional parton with NLO (QCD)
and 2 or 3 additional partons at LO (QCD). The diboson processes are normalized using the cross-sections
provided by the Sherpa generators.

q̄

q

V

V

g

g

V

V

Figure 4.8: Feynman diagrams for the diboson production.
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5 Object reconstruction and identification

The analysis relies on the reconstruction of objects such as electrons, muons, jets, and missing transverse
momentum. The reconstruction of these objects is summarized in Sections 5.1-5.5. The analysis also much
relies on the b-jet identification (b-tagging). The treatment of the b-jets are explained in Section 5.6.

5.1 Constituents of physics objects

5.1.1 Tracks

Charged particles left hits (charge such as ionized/excited electrons and holes/ions) in the inner detectors.
The trajectories of these particles are reconstructed from these hits and referred to as tracks. The track
reconstruction algorithm is presented in detail in Ref. [115] and outlined below.

The charge is often collected by multiple adjacent pixels or strips in Pixel and the Silicon Microstrip Tracker
(SCT). This charge is grouped to form clusters. The clusters in Pixel and combination of the clusters from
the axial and stereo strips in SCT represent three-dimensional measurements referred to as space-points.
Track seeds are formed from three space-points. A combinatorial Kalman filter [116] is used to form track
candidates by extrapolating the track seeds adding space-points in other Pixel and SCT layers. A track can
be double-counted by two or more track candidates with the procedure above. This overlap is resolved to
favor tracks with high quality defined with the number of clusters, missing space-points, χ2 of the track fit,
and the momentum of the tracks. Track candidates are rejected in this step if they fail any of the following
conditions:

• pT > 400 MeV,

• |η | < 2.5,

• Minimum of 7 Pixel and SCT cluster,

• Maximum of either one shared Pixel clusters or two shared SCT clusters on the same layer,

• No more than two holes in Pixel and SCT,

• No more than one hole in Pixel,

• |d0 | < 2.0 mm,

• |z0 sin θ | < 3.0 mm,
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where d0 and z0 are defined using the position of the closest approach to the beam axis (perigee). d0 is the
distance between the perigee and the beam axis, and z0 is the difference in the z coordinate between the
perigee and a primary vertex. d0 and z0 are referred to as transverse and longitudinal impact parameters,
respectively. To reconstruct primary vertices, these conditions for tracks are slightly modified [117] (see
the next section). To improve the performance of the resolution of the overlap, clusters shared by multiple
tracks are identified using a neural network algorithm [118]. Finally, precise track fitting is performed to
reconstruct tracks.

5.1.2 Primary vertices

Particles emerge from the positions of initial pp collisions or decays of particles. These positions are
reconstructed from tracks and referred to as vertices.

A vertex reconstruction algorithm is presented in Ref. [117] and outlined below. Tracks are selected with
criteria described in Ref. [117]. A seed vertex position is selected from the selected tracks. The tracks and
the seed position is used in vertex fitting to determine the position of the vertex. The vertex fitting is an
iterative procedure that removes incompatible tracks in each iteration. The procedure is repeated to the
remaining tracks that are not included in any of the vertices. The vertex with the highest sum of pT of the
tracks is defined as the primary vertex.

5.1.3 Topo-clusters

Topo-clusters [119] are constructed from the cells of the calorimeters. The topo-clusters are used as
constituents of all objects that rely on measurements in the calorimeters: electrons (Section 5.2), jets
(Section 5.4), and missing transverse energy (Section 5.5), in this thesis. Energies measured in the cells are
calibrated assuming electromagnetically interacting particles. Cells with significant energies compared to
electronic and pile-up noise are used to construct topo-clusters in the following way. Cells with the energies
above a “seed” threshold form proto-clusters of topo-clusters. Neighboring cells of the proto-clusters
with the energies above a “neighbor” threshold are added to the proto-clusters. The proto-clusters can
be merged in this step. Neighboring cells of the proto-clusters with the energies above a “cell” threshold
are included in the clusters. For topo-clusters densely reconstructed, it is desired that cell energies can be
shared by two clusters in the following algorithm. Local maxima are searched for in the topo-clusters, and
one topo-cluster can be split when it includes multiple maxima. The cells used in the previous steps are
again added to the proto-clusters. Cells adjacent to more than one proto-clusters are shared by the two
most energetic clusters and the cell energy is shared according to:

w1 =
e−d1 E1

e−d1 E1 + e−d2 E2
, w2 =

e−d2 E2

e−d1 E1 + e−d2 E2
, (5.1)

where E1,2 are the energies of the two proto-clusters and d1,2 are the distances of the shared cell to the two
proto-cluster centroids in the unit of a typical EM-shower scale (∼ 5 cm).
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5.2 Electrons

5.2.1 Reconstruction, identification, isolation and calibration of electrons

Electron reconstruction

Electrons are defined as combinations of tracks and clusters of energy deposits in the calorimeters called
super-clusters. A detailed procedure is described in Ref. [120]. Only an outline is presented in this
section.

Along with the reconstruction of electrons, a converted photon is defined as a cluster matched to a
conversion vertex. An unconverted photon is defined as a cluster that is matched neither to an electron track
nor to a conversion vertex. However, due to non-zero fake contribution to conversion vertices and imperfect
efficiency of tracks, the discrimination between electrons and photons is ambiguous. The electrons and the
photons are independently reconstructed allowing the overlap.

Energy deposits in the electromagnetic calorimeter are clustered employing the topo-clustering algorithm
introduced in Section 5.1.3 instead of fixed-size clusters, which are used before [121]. There are additional
requirements on topo-clusters for the electron reconstruction. Electron reconstruction uses EM topo-clusters
that only take into account the energy from the electromagnetic calorimeter, except in 1.37 < |η | < 1.63,
where the energy measured in the presampler and the scintillator between the calorimeter cryostats is
added. Clusters are considered to reconstruct electrons if their energies measured in the electromagnetic
calorimeter (EM energy) are greater than 400 MeV. EM fraction, the ratio of the EM energy to the total
measured energy, should be greater than 0.5 to suppress hadronic jets.

Although fixed-size clusters (called sliding-window [121]) are replaced with the topo-clusters, the fixed-size
clusters are still used when tracks are searched for. A unit area of the EM calorimeter is defined as
∆η × ∆φ = 0.025 × 0.025 corresponding to the granularity of the second layer of the EM calorimeter. The
sliding-window algorithm creates clusters with a size of 3 × 5 in the unit area of the EM calorimeter.

Standard track reconstruction is performed in all the regions of the inner detector. The fixed-size clusters
in the EM calorimeter compatible with EM showers define regions-of-interest (ROIs). If the standard
tracking fails in an ROI, a modified pattern recognition algorithm based on the Kalman filter [122] is
used to allowing 30% energy loss in the material. The found candidates in the ROIs are re-fitted using a
Gaussian sum filter algorithm to improve the estimation of track parameters. The re-fitted tracks are then
matched to the EM topo-clusters instead of the fixed-size clusters.

A super-cluster consists of a seed cluster and satellite clusters that exist close to the seed cluster. The
satellite clusters for electrons are likely to be caused by bremsstrahlung. Super-clusters are constructed
independently for electrons and photons with different criteria. To be a seed cluster for an electron, an EM
topo-cluster must have ET > 1 GeV and matched to a track with at least four hits in the silicon detectors.
The algorithm searches for satellite clusters around a seed cluster. A cluster is considered as a satellite
if it is within a window with a size of ∆η × ∆φ = 0.075 × 0.125 around the seed cluster’s barycenter.
For electrons, a cluster within a window ∆η × ∆φ = 0.125 × 0.300 around a seed cluster is considered
as a satellite if its best-matched track is also the best-matched track for the seed cluster. Cells from the
presampler and the first three LAr calorimeter layers are assigned to super-clusters. The energy measured
in the scintillator between the calorimeter cryostats in 1.4 < |η | < 1.6 is also added.

64



After super-clusters are built, tracks are matched to the super-clusters instead of the ME topo-clusters.
Since electrons and photons are reconstructed independently, one seed cluster can create both an electron
and a photon. The procedure shown in Figure 5.1 is applied to discriminate electrons and photons. For
objects clearly identified as electrons (photons), the results of the reconstruction for photons (electrons) are
discarded. For ambiguous objects, both results for electron and photon are kept, and different analyses can
design specific choice of objects.

Electron identification

A discriminant for the electron identification is constructed to separate prompt isolated electrons from
hadronic jets, converted photons, and real electrons from heavy-flavor hadrons. Discriminating variables
are summarized in Table 5.1, and can be categorized into groups:

• Leakage in the hadronic calorimeter

• Shower shape in the EM calorimeter

• Conditions about tracks

• Track-cluster matching

The distributions of the discriminating variables are smoothed by an adaptive kernel density estimator [123]
implemented in the TMVA framework [124], and the probability density functions (PDFs) for signal and
backgrounds are denoted by PS and PB. The likelihoods for the signal and the backgrounds are denoted by
LS and LB and defined as:

LS(B)(x) =
n∏
i=1

Pi
S(B)(xi), (5.2)
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Figure 5.1: Flowchart for the resolution of the ambiguity of particles reconstructed as both electrons and photons.
An innermost hit represents a hit in the closest layer of the Pixel to the beam-line. E/p is the ratio of the super-cluster
energy to the measured momentum of the matched track. Rconv is the distance of the conversion vertex from the
beam-line. RfirstHit is the radial position of the closest hit to the beam-line in tracks that form a conversion vertex.
This figure is taken from Ref. [120].
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where Pi
S(B)
(xi) is the PDF associated to the ith discriminating variable xi . The discriminant is defined as

the logarithm of the ratio of the two likelihoods:

dL = log[LS(x)/LB(x)]. (5.3)

Several cut points for the identification are defined with the likelihood discriminant and some other variables.
Loose, Medium and Tight criteria are defined to maintain the efficiency of 93%, 88% and 80% on average,
and the efficiency gradually increases in high pT. These thresholds are optimized as a linear function of the
number of primary vertices (NPV) since the dependence of the efficiency on the pile-up is observed.

Electron isolation

Charged leptons are produced either by prompt productions such as decays of electroweak bosons or by
non-prompt decays of heavy-flavor hadrons. Since the non-prompt leptons (from heavy-flavor hadrons) are
produced within jets, activity around a candidate of charged lepton provides good discrimination between
prompt and non-prompt contributions. Isolation variables used in the analysis are the following. The
super-scripts “coneX” in the isolation variables denote a cone with the size of R = 0.01 × X .

• E topoconeX
T : sum of the transverse energies (ET) of the topo-clusters in the given cone

• pconeXT : sum of the transverse momenta of the tracks satisfying the criteria in Table 5.2 in the given
cone.

• pvarconeXT : sum of the transverse momenta of the tracks satisfying the criteria in Table 5.2 in the
given cone. The size of the cone is dependent on the pT and expressed by min(10/pT[GeV], X) for
pvarconeXT . Thus, the pvarconeXT uses the same cone size as the pconeXT for low-pT tracks.

• pvarconeXT _TightTTVALooseCone_pt1000: same as pvarconeXT except that only tracks loosely matched
to the primary vertex are used.

These variables are summarized in Table 5.2.

Isolation working points are defined using the isolation variables in Table 5.2. Working points used in the
analysis are called FCLoose and FixedCutHighPtCaloOnly, which are summarized in Table 5.3.

Efficiency calibration for electrons

The efficiency is split into parts as:

εtotal = εEMclus × εreco × εid × εiso × εtrig =

(
Ncluster

Nall

)
×

(
Nreco

Ncluster

)
×

(
Nid

Nreco

)
×

(
Niso
Nid

)
×

(
Ntrig

Niso

)
. (5.4)

εEMclus is the efficiency of the reconstruction of EM cluster with respect to all the electrons in simulation.
εreco is defined as the number of the reconstructed electrons divided by the number of the EM cluster
candidates. Similarly, the efficiency of the identification, the isolation, and the trigger is defined by the
other factors in Eq.5.4. The efficiency εEMclus is determined entirely from MC simulation. The other factors
of the efficiency are determined both in data and simulation employing a method called tag & probe using
Z → ee events. The tag & probe method requires a pair of electron candidates, one of which is called “tag
electron” and imposed requirements to achieve good purity of Z → ee events. More importantly, the tag
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Table 5.1: Discriminating variables for the identification of electrons and photons. The transverse impact parameter
d0 is the distance of the perigee of a track from the beam-line. This table is taken from Ref. [120].
Category Description Name Target object
Hadronic leakage Ratio of ET in the first layer of the hadronic calorimeter to ET of the EM

cluster (used over the ranges |η | < 0.8 and |η | > 1.37)
Rhad1 e/γ

Ratio of ET in the hadronic calorimeter to ET of the EM cluster (used
over the range 0.8 < |η | < 1.37)

Rhad e/γ

EM third layer Ratio of the energy in the third layer to the total energy in the EM
calorimeter

f3 e

EM second layer Ratio of the sum of the energies of the cells contained in 3 × 7 η × φ
rectangle (measured in cell units) to the sum of the cell energies in a 7× 7
rectangle, both centered in the most energetic cells

Rη e/γ

Lateral shower width,
√
(
∑

Eiη
2
i )/(

∑
Ei) − ((

∑
Eiηi)/(

∑
Ei))

2, where
Ei is the energy and ηi is the pseudorapidity of cell i and the sum is
calculated in within a window 3 × 5 cells

wη2 e/γ

Ratio of the sum of the energies of the cells contained in a 3 × 3 η × φ
rectangle (measured in cell units) to the sum of the cell energies in a 3× 7
rectangle, both centred around the most energetic cell

Rφ e/γ

EM first layer Total lateral shower width,
√
(
∑

Ei(i − imax)2)/(
∑

Ei), where i runs over
all cells in a window of ∆η ≈ 0.0625 and imax is the index of the
highest-energy cell

wstot e/γ

Lateral shower width,
√
(
∑

Ei(i − imax)2)/(
∑

Ei), where i runs over all
cells in a window of 3 cells around the highest-energy cell

ws3 γ

Energy fraction outside core of three central cells, within seven cells fside γ

Difference between the energy of the cell associated with the second
maximum, and the energy reconstructed in the cell with the smallest
value found between the first and second maxima

∆Es γ

Ratio of the energy difference between the maximum energy deposit and
the energy deposit in a secondary maximum in the cluster to the sum of
these energies

Eratio e/γ

Ratio of the energy measured in the first layer of the electromagnetic
calorimeter to the total energy of the EM cluster

f1 e/γ

Track conditions Number of hits in the innermost pixel layer ninnermost e
Number of hits in the pixel detector npixel e
Total number of hits in the pixel and SCT detectors nSi e
Transverse impact parameter relative to the beam-line d0 e
Significance of transverse impact parameter defined as the ratio of d0 to
its uncertainty

|d0/σ(d0)| e

Momentum lost by the track between the perigee and the last measurement
point divided by the momentum at the perigee

∆p/p e

Likelihood probability based on transition radiation in the TRT eProbabilityHT e
Track-cluster matching ∆η between the cluster position in the first layer of the EM calorimeter

and the extrapolated track
∆η1 e

∆φ between the cluster position in the second layer of the EM calorimeter
and the momentum-rescaled track, extrapolated from the perigee, times
the charge q

∆φres e

Ratio of the cluster energy to the measured track momentum E/p e
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Table 5.2: Definitions of variables used to define isolation criteria for leptons.
Isolation variable Definition Used tracks

E topocone20
T (E topocone30

T )
Sum of the transverse energies
of the topo-clusters in the cone
with the size R = 0.2(0.3)

-

pcone30T
Sum of the pT of the tracks in the cone
with the size R = 0.3 pT > 1 GeV, |z0 sin θ | < 3 mm

pvarcone20T (pvarcone30T )
Sum of the pT of the tracks
in the cone with the size
R = max(0.2(0.3), 10/pT( GeV))

pT > 1 GeV, |z0 sin θ | < 3 mm

pvarcone30T
_TightTTVALooseCone_pt1000

Sum of the pT of the tracks
in the cone with the size
R = max(0.3, 10/pT( GeV))

pT > 1 GeV, |z0 sin θ | < 3 mm
Loose vertex association

Table 5.3: Definitions of isolation criteria for electrons. The variables to define the criteria are summarized in Table
5.2.

Isolation name cut

FCLoose E topocone20
T /peT < 0.2

pvarcone30T _TightTTVALooseCone_pt1000/peT <0.15
HighPtCaloOnly E topocone20

T < max(0.015 × peT, 3.5) GeV

electron must fire the single electron trigger used for the data-taking to avoid a bias caused by the online
event selection. The other electron candidates are called “probe electrons” and provide an unbiased sample
of electrons that can be used to measure the efficiency. J/ψ → ee events are also used to measure the
efficiency of the identification of low pT electrons. These events can not be used for the measurement of
the reconstruction efficiency because of large background with the “electron+EM cluster” selection and
difficulty to design a trigger to collect events that can be used for the study.

Energy calibration for electrons

The differences in the energy scale and the resolution in between data and simulation are denoted by αi and
ci as

Edata,corrected = Edata/(1 + αi), (5.5)(σE

E

)MC,corr
=

(σE

E

)MC
⊕ ci, (5.6)

where i corresponds to different regions of η, and ⊕ denotes the sum in quadrature. The corrections to the
mass scale and the resolution are expressed as

mdata,corr
i j = mdata

i j /(1 + αi j), (5.7)

(σm/m)
MC,corr
i j = (σm/m)MC

i j ⊕ ci j, (5.8)

where αi j = (αi + αj)/2 and ci j = (ci ⊕ cj)/2. αi j and ci j are determined by a fit in each (i, j) η-region. To
determine each αi and ci, a simultaneous fit in all categories is performed.

68



5.2.2 Selection criteria for electrons in the analysis

The analysis presented in this thesis defines three selection criteria called VH-Loose, ZH-Signal and
WH-Signal, which are explained below. These criteria are summarized in Table 5.4.

VH-Loose electrons are defined to maximize the efficiency of the electron reconstruction. The requirements
are listed below:

• pT >7 GeV and |η | < 2.47.

• Significance of the impact parameter d0 (d0/σ(d0)) is smaller than 5.0.

• |∆z0 sin θ | < 0.5 mm to reject pile-up and cosmic muons.

• Loose criteria of the likelihood-based discriminant.

• FCLoose isolation criteria.

ZH-Signal electrons are requested in the 2-lepton channel (introduced in Section 6.3). In addition to the
VH-Loose criteria, pT >27 GeV is required corresponding to the threshold of the single electron trigger.

WH-Signal criteria are tighter requirements needed for the 1-lepton channel (introduced in Section 6.3) to
suppress the multijet background. The Tight likelihood identification and the FixedCutHighPtCaloOnly
isolation are required.

5.3 Muons

5.3.1 Reconstruction, identification, isolation and calibration of muons

Preparation of reconstructed muons for analyses is presented in detail in Ref. [125]. Only an outline is
presented in this section.

Table 5.4: Definitions of the selection criteria for electrons used in the analysis.
Criteria VH-Loose ZH-Signal WH-Signal
pT > 7 GeV > 27 GeV > 27 GeV
η |η | < 2.47 |η | < 2.47 |η | < 2.47
ID Loose Loose Tight
dsig

0 wrt to the beam-line <5 <5 <5
|∆z0 sin θ | <0.5 mm <0.5 mm < 0.5 mm
Isolation FCLoose FCLoose FixedCutHighPtCaloOnly
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Reconstruction in the Muon Spectrometer (MS)

Three layers of the MS provide information on local trajectories (segments) of muons. In each layer of the
Monitored Drift Tubes (MDTs) and the trigger chambers, i.e. Resistive Plate Chambers (RPCs) and Thin
Gap Chambers (TGCs), a Hough transformation is performed to search for hits aligned on a trajectory. To
reconstruct a segment, a straight-line fit is performed to the hits in each layer. The MDTs provide precision
measurements of tracks in the η coordinate, while the trigger chambers provide measurements both in the η
and φ coordinates. Segments in the Cathode Strip Chambers (CSCs) are measured both in the η and φ
directions.

Track candidates are built by fitting the hits in the segments using a global χ2. A track candidate is accepted
if the χ2 of the fit satisfies a criterion. Hits that have a large contribution to the global χ2 are removed
from the track. Conversely, hits that are not included in the segments can also be used if they are consistent
with the track candidate.

Combined muon reconstruction

The combined reconstruction of muons uses the inner detector (ID) as well as the MS. As explained below,
there are four types of muons: combined muons, segment-tagged muons, calorimeter-tagged muons and
extrapolated muons.

Combined muon Independent tracks are reconstructed in the ID and the MS. The hits of tracks in the ID
and MS tracks are refitted.

Segment-tagged muon A track in the ID is extrapolated to the MS. If the track is matched to at least one
segment in the MDTs or the CSCs, the track is classified as a segment-tagged muon.

Calorimeter-taggedmuon If a track in the IDmatched to an energy deposit in the calorimeters consistent
with a minimum-ionizing particle, the track is classified as a calorimeter-tagged muon. This reconstruction
method has the lowest purity of the four types, but it provides muon reconstruction in η-φ regions where
the muon chambers are only partially instrumented.

Extrapolated muons An MS track is extrapolated backward to the interaction point taking into account
the energy deposit in the calorimeters. If the origin of the track is compatible with the interaction point, the
MS track is thought of as an extrapolated muon. This reconstruction algorithm requires segments in at
least two layers of the MS. Extrapolated muons are used in 2.5 < |η | < 2.7 which is not covered by the ID,
but where the MS can provide tracks.

When different reconstruction methods share an ID track, which likely to mean a muon is reconstructed as
different types, priority is given to combined, then segment-tagged, and finally calorimeter-tagged. An
extrapolated muon is prioritized when it provides a better fit quality and uses a larger number of hits than
other types.
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Muon identification

To obtain good purity of muons, the corresponding ID tracks must satisfy the following conditions:

• The track includes at least one Pixel hit.

• The track includes at least five SCT hits.

• The track has fewer Pixel or SCT holes than three. An active sensor is considered as a hole when a
track candidate traverses but it has no hits.

• At least 10% of the TRT hits originally included in the track are used in the final fit. This criterion is
only considered in the acceptance of the TRT, 0.1 < |η | < 1.9.

With the requirements on MS tracks in addition to the requirements on ID tracks above, four identification
criteria, Loose, Medium, Tight and High-pT are prepared. The Loose and Medium criteria are used in the
analysis and explained in this section.

TheMedium criteria are defined to minimize the systematic uncertainties associated with the reconstruction
and the calibration 1. Only combined and extrapolated muons are used for the criteria. Combined muons
are required to have three or more hits in at least in two MDT or CSC layers except in |η | < 0.1 where
the coverage of the MDTs are limited. There are several criteria used to quantify the quality of muon
candidates, but only the parameter, q/p significance is used to define theMedium criteria, where the q/p
significance should be smaller than 7.

The Loose criteria are defined to maximize the efficiency. All (combined and extrapolated) muons accepted
by the medium criteria are included in the loose criteria. Segment-tagged and calorimeter-tagged muons
are also accepted but restricted in the region |η | < 0.1.

Muon isolation

The isolation for muons uses a track-based variable, pvarcone30T , and a calorimeter-based variable, E topocone30
T ,

which are already introduced in Section 5.2 for the isolation of electrons. The analysis presented in this
thesis uses FixedCutLoose and FixedCutHighPtTrackOnly criteria for the isolation of muons. Requirements
defined by these criteria are summarized in Table 5.5.

Table 5.5: Definition of isolation criteria for muons. The variables used to define the criteria are summarized in
Table 5.2.

Isolation name cut

FixedCutLoose E topocone20
T /pµT < 0.3

pvarcone30T /pµT < 0.15
FixedCutHighPtTrackOnly pcone20T < 1.25 GeV

1 It is not clearly explained in references, but it is interpreted that too loose criteria bring large background contribution in the
calibration while too tight requirements cause systematic uncertainties relevant to the modeling of processes and detectors used
in the calibration.
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Efficiency calibration for muons

The tag & probe method using Z → µµ (J/ψ → µµ) events is employed to measure the efficiency of the
reconstruction of muons. The method requires a pair of muon candidates, one of which is called “tag
muon” and imposed requirements to ensure good purity for the Z → µµ (or J/ψ → µµ) process. More
importantly, the tag muons must fire the single muon trigger used in the data-taking to avoid a bias caused
by the online event selection. The other muon candidate is called “probe muon”, and a track in the ID or a
calorimeter-tagged muon (a track in the MS) is used to measure the efficiency of the track reconstruction in
the MS (ID). While the purity of the probe muons is good due to the requirement on the tag muons and the
invariant mass of the pair, the probes still provide an unbiased sample of muons that can be used in the
measurement. Z → µµ and J/ψ → µµ events are used for muons with pT > 10 GeV and pT < 10 GeV,
respectively.

Since the region, |η | > 2.5, is not covered by the ID, the measurement of the reconstruction efficiency of
the MS track using ID tracks is not possible. To estimate the efficiency of the extrapolated muons in this
region, the ratio of the number of reconstructed muons in |η | > 2.5 to 2.2 < |η | < 2.5 is calculated both
for data and simulation applying all the known corrections for the efficiency in |η | < 2.5. The correction
factor (scale factor) for the efficiency is derived as the double ratio of the two ratios.

Momentum calibration for muons

The momentum scales of muons in ID or MS are corrected according to

pCor,DetT =
pMC,Det
T +

∑1
n=0 sDetn (η, φ)

(
pMC,Det
T

)n
1 +

∑2
m=0 ∆rDetm (η, φ)

(
pMC,Det
T

)m−1
gm

, (5.9)

where “Det” denotes ID or MS, and pMC,Det
T is the uncorrected transverse momentum in simulation, sDetn

and ∆rDetm describe the correction of the momentum scale and the resolution smearing, and gm are normally
distributed random numbers for smearing. sDetn and ∆rDetm are determined by a maximum-likelihood fit
using mDet

µµ and ρ = (pMS
T − pCor,IDT )/pCor,IDT distributions.

5.3.2 Selection criteria for muons in the analysis

The analysis defines three selection criteria for muons, VH-Loose, ZH-Signal andWH-Signal, which are
summarized in Table 5.6 and explained below.

VH-Loose is a baseline selection for muons that maximizes the efficiency. This requires the following:

• pT > 7 GeV and |η | < 2.7.

• The significance of the transverse impact parameter d0 (|d0 |/σ(d0)) is smaller than 3.0.

• |∆z0 sin θ | < 0.6 mm to reject pile-up and cosmic muons.

• The Loose identification criteria.

• The FixedCutLoose isolation criteria.
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ZH-Signal muons are used in the 2-lepton channel (introduced in Section 6.3). This selection requires
pT > 27 GeV and |η | < 2.5 in addition to the VH-Loose selection. These requirements ensure that a
focused muon fires the trigger used for online event selection.

WH-Signal muons are used in the 1-lepton channel (introduced in Section 6.3). These muons are required
to have pT > 25 GeV and |η | < 2.5. The Medium identification criteria and the FixedCutHighPtTrackOnly
isolation criteria must be satisfied.

5.4 Jets

After the reconstruction of the topo-clusters, they are clustered to form jets using the anti-kt algorithm
[126] implemented in the FastJet package [127]. In the algorithm, distance parameters are defined as

di j = min(k2p
ti , k2p

t j )
∆2
i j

R2 , (5.10)

diB = k2p
t j , (5.11)

where ∆2
i j = (yi − yj)

2 + (φi − φ j)
2 and kti, yi and φi is the transverse momentum, the rapidity and the

azimuthal angle of the ith constituent. di j is the distance of the ith and jth constituents. diB is the distance
of the ith constituent to the beam (B). The anti-kt algorithm searches for jets in the following way. Two
constituents with the smallest distance are merged into one new constituent. The procedure is repeated
until no constituent is left in the event.

The anti-kt algorithm is realized by setting p = −1 in the Eqs. 5.10 and 5.11, and it is widely adopted in
physics analyses in the ATLAS experiment since it has following good characteristics. Kinematic properties
of jets, such as the center and the area of jets, are resilient to the soft parton emission (infrared-safe), and
collinear splitting of partons (collinear-safe).

A technique called Jet Vertex Tagger (JVT) [128, 129] are used to discriminate hard-scattering jets from
pile-up jets. The probability of a jet to be a hard-scattering jet rather than a pile-up jet is derived as a
function of two variables using information of tracks, corrJVF and RpT:

corrJVF =
∑

m ptrackT,m (PV0)∑
l ptrackT,l (PV0) +

∑
n≥1

∑
l p

track
T, l (PVn)

k ·nPUtrack

, (5.12)

Table 5.6: Definitions of the selection criteria for muons used in the analysis.
Criteria VH-Loose ZH-Signal WH-Signal
pT > 7 GeV > 27 GeV > 25 GeV
η |η | < 2.7 |η | < 2.5 |η | < 2.5
ID Loose Loose Medium
dsig

0 wrt to the beam-line <3 <3 <3
|∆z0 sin θ | <0.5 mm <0.5 mm < 0.5 mm
Isolation FixedCutLoose FixedCutLoose FixedCutHighPtTrackOnly
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RpT =

∑
k ptrackT,k (PV0)

pjetT
, (5.13)

where PV0 and PVn are the primary and other vertices, respectively. By using tracks, jets can be associated
with the primary vertices. Thus, it provides some discrimination between hard-scattering and pile-up
jets. The likelihood associated with the probability is used as a discriminant. JVT is applied to jets with
pT < 120 GeV and |η | < 2.5 where information from the ID is available.

5.4.1 Energy correction for jets

A generic calibration chain for the energy of jets is presented in detail in Ref. [130, 131]. The procedure
performs origin correction, pileup correction, jet energy scale calibration and global sequential calibration.
Those steps are outlined in this section.

The origin correction recalculates the four-momenta of jets to use the primary vertices as the origin instead
of the center of the detector. This improves the resolution in η keeping the energy constant.

The Pile-up correction is broken down into an area-based correction and residual corrections. The area-
based correction uses the momentum density ρ of pile-up that is explained below. Jets are reconstructed
with the kt algorithm (p = 1 in Eqs. 5.10 and 5.11) with the radius parameter R = 0.4 including low pT
jets. The area A of a jet is calculated with a ghost-association algorithm [132] where virtual particles with
0 momenta are included in the jet and the area is estimated from the number of particles ghost-associated
with the jet. The momentum density ρ is defined as the median of pT/A of the jets in the event. The
area-based pile-up correction is expressed as:

pcorrT = precoT − ρ × A, (5.14)

where A is the area of the corrected jet.

Residual pile-up dependence in the pT response is observed. The effects are parametrized by the number of
primary vertices (NPV) and the average number of hard-scattering per bunch crossing (µ), which correspond
to the in-time pile-up and the out-of-time pile-up, respectively. The final pile-up correction including the
area based correction is expressed by:

pcorrT = precoT − ρ × A − α × (NPV − 1) − β × µ, (5.15)

where α and β are fitted parameters dependent on |η |.

After the origin and pile-up corrections, jets are corrected using the truth jets. The truth jets are defined
with the anti-kt algorithm run on truth semi-stable particles (with the lifetimes longer than 10 ps) including
neither muons nor neutrinos and with the radius parameter R = 0.4. The energy and the η of jets are
corrected. The correction factor is derived as a function of the energy and |ηdet |. |ηdet | is the direction
of a jet before the origin correction since the η dependence is caused by hardware such as the gap of the
calorimeter technologies and the non-uniform granularity of the calorimeters.

After the calibration of the jet energy scale, residual dependencies of the response on features of jets
are observed. For example, quark-initiated jets often include hadrons that carry a higher fraction of the
energy, while gluon-initiated jets typically contain more particles with low momenta, which leads to lower
responses of the calorimeters and wider transverse profiles. Five observables are found that they improve
the resolution of jet energies, and they are:
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• The fraction of jet energy measured in the first layer of the hadronic Tile calorimeter (used in
|ηdet | < 1.7).

• The fraction of jet energy measured in the third layer of the electromagnetic LAr calorimeter (used
in |ηdet | < 3.5).

• The number of tracks with pT > 1 GeV that are ghost-associated with the jet (used in |ηdet | < 2.5)

• The average pT-weighted transverse distance in the η-φ plane between the jet axis and tracks with
pT > 1 GeV that are ghost associated with the jet (used in |ηdet | < 2.5)

• the number of muon track segments, nsegements, ghost-associated with the jet (used in |ηdet | < 2.7).
The nsegements is a proxy of punch-through particles in jets, which are not absorbed in the calorimeter.

The sequential correction based on the five observables is called Global Sequential Calibration (GSC).

5.4.2 Selection criteria of jets in the analysis

Jets reconstructed in the following acceptance are used in the analysis presented in this thesis. Jets in the
central region, |η | < 2.5, are required to have pT > 25 GeV and the medium JVT score that gives 92%
efficiency for hard-scattering jets. Jets in the forward region, |η | > 2.5, are required to have pT > 30 GeV.
The higher requirement on pT is necessary to suppress pile-up jets because inner detector tracks and JVT
are not available in the forward region. The selection criteria are summarized in Table 5.7.

5.5 Missing transverse energy

Neutrinos do not interact with the detector. The experimental signature of these neutrinos is missing
momentum in the transverse plane since the vector sum of the transverse momenta (pT) of all particles
including the neutrinos is zero. The magnitude of the missing pT is referred to as missing transverse energy
(Emiss

T ).

Emiss
T is defined as the magnitude of the negative vector sum of pT of hard objects and track-based fort

term [135]. The hard objects consist of electrons, muons, photons, and τ leptons. The electrons and muons
are selected with the VH-Loose criteria defined in Tables 5.4 and 5.6. The photon and hadronic τ leptons

Table 5.7: Selection criteria for jets used in the analysis. Jet cleaning refers to a procedure that removes jets in
regions with either calorimeter noise or beam-induced fake jets [133, 134].

Jet Category Selection Requirements

Forward Jets
jet cleaning

pT > 30 GeV
2.5 ≤ |η | < 4.5

Central Jets

jet cleaning
pT > 20 GeV
|η | < 2.5

JVT cut corresponding to 92% efficiency
for pT < 120 GeV

75



are selected with the criteria described in Ref. [135]. Criteria for jets are slightly different from Table 5.7,
and summarized in Table 5.8. The track-based soft term is defined as the negative vector sum of tracks not
matched to the hard objects. The tracks are included if the criteria in Table 5.9 is satisfied.

5.6 Reconstruction of b-jets

5.6.1 b-tagging discriminant

The b-tagging algorithm provides a multivariate discriminant that uses the impact parameters of tracks,
the secondary vertex, and the relationship between the primary and secondary vertices [136]. The final
discriminant is a BDT trained with the information above, whose distributions are shown in Figure 5.2.
The discriminant for b-tagging is named MV2c10.

5.6.2 Pseudo-continuous b-tagging

The analysis uses the cut on the discriminating variable (MV2c10) for each jet. The cut is defined as the
quantile of 70%, jets with greater MV2c10 values are classified as b-jets. This criterion is referred to as
70% working point (WP). Since this approach recognizes all jets with MV2c10 values greater than the
quantile as b-jets, this is also called cumulative b-tagging in contrast to the approach introduced in the next
paragraphs.

In addition to the cut on the MV2c10 discriminant on jets, the analysis further uses the MV2c10 values
to separate backgrounds including c-jets. Since the calibration of the full continuous spectrum of the
MV2c10 discriminant is not easy, a compromised approach called pseudo-continuous b-tagging is adopted

Table 5.8: Selection criteria for jets used in the calculation of the Emiss
T .

Jet Category Selection Requirements

Forward Jets
jet cleaning

pT > 30 GeV
2.4 ≤ |η | < 4.5

Central Jets

jet cleaning
pT > 20 GeV
|η | < 2.5

JVT cut corresponding to 92% efficiency
for pT < 60 GeV

Table 5.9: Selection criteria for tracks used in the calculation of the track-based Emiss
T soft term. d0 and z0 are the

transverse and longitudinal impact parameters, and the θ is the direction of tracks. σ(d0) is the resolution of d0.
Transverse momentum pT > 0.4 GeV
Pseudo rapidity |η | < 2.5
Significance of the transverse impact parameter

��� d0
σ(d0)

��� < 2
Longitudinal impact parameter |z0 sin θ | < 3.0 mm
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Figure 5.2: Distributions of the b-tagging discriminant (MV2c10) for jets with indicated flavors in tt̄ simulated
events.

as the following. The quantiles of the MV2c10 discriminant for 100%, 85%, 77%, 70%, 60% and 0% are
derived, and the bins of the discriminant is defined with the quantiles as the intervals [100,85], [85,77],
[77,70], [70,60], [60,0]. The distribution of the binned MV2c10 value is shown in Figure 5.3. Jets are
classified into the bins according to their MV2c10 values and the bins [70,60] and [60,0] are used in the
analysis. The binned scores ([70,60] or [60,0]) are used to separate backgrounds including c-jets.

5.6.3 Truth b-tagging

c- and light-jets are strongly suppressed by the b-tagging algorithm. Thus, the statistical uncertainty of
MC events is large. This is problematic in the training of a BDT discriminant, and the uncertainty caused
by the MC statistical error has a large contribution to the measurement. To increase the statistics of such
processes, a method called truth b-tagging is introduced in contrast to direct b-tagging which cuts jets and
events based on the MV2c10 values. In this method, events are not rejected even if they are not tagged, but
the method accepts them by applying event weights based on the probability of the events to be tagged.
The probability is derived from the b-tagging efficiency per jet as a function of pT and η of the jets.

Since the implementation of the truth b-tagging is slightly technical, the details of the algorithm and the
efficiency maps are presented in Appendix B.

5.6.4 Energy correction for b-jets

The Global Sequential Calibration is not optimal for b-jets since they show unique features of b-hadrons
such as the semi-leptonic decay, the secondary vertex, and the mass of the hadrons. Therefore, dedicated
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Figure 5.3: Binned distributions of the b-tagging discriminant (MV2c10) for b-, c- and light-jets. The bins “X-Y”
indicate the intervals of the discriminant defined with the X and Y% quantiles.

energy corrections are applied for b-jets to improve the resolution of the invariant mass of the Higgs boson
candidates. The correction procedure employs muon-in-jet correction, PtReco correction and Kinematic
Fit, which are described in this section.

Muon-in-jet correction

About 10% of b-jets contain reconstructed muons from the semi-leptonic decay of the b-hadrons. Since
muons pass through the calorimeters giving only a few GeV of their energies, such events show lower
reconstructed energy. The momenta of such muons can be added to the b-jets to recover the true energy.
The procedure is called muon-in-jet correction.

The selection of muons used in the muon-in-jet correction is as follows:

• pT > 4 GeV, |η | < 2.7

• Medium quality (Section 5.3)

• ∆R( j, µ) < min(0.4, 0.04 + 10/pµT (GeV))

• The closest muon to the b-jet

PtReco correction

p

b-hadrons have significant mass and longer lifetime. These features lead to the pT-dependent out-of-cone
effect where the energy leaks out of the cone of the jet. The semi-leptonic decays of b-hadrons contain
neutrinos which make a part of the energy of the original hadrons invisible. Thus, an energy correction
factor dependent on the pT and the decay mode improves the resolution of the invariant mass of Higgs
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boson candidates. The correction factor scales the energies of b-jets after the muon-in-jet correction to
truth jets that are formed with truth particles including muons and neutrinos. This energy correction
is called PtReco correction, and applied in the 0- and 1-lepton channels. The 2-lepton channel utilizes
kinematic fitting introduced in the next section.

Kinematic Fitting (KF)

In the 2-lepton channel, all objects are reconstructed in signal events. Thus, it is possible to impose the
momentum balance of the objects in the transverse plane. The typical resolution of the pT measurement for
leptons is ∼ 1%, while the typical resolution for jets is ∼ 10%. Thus, the requirement of the pT balance
means that it is possible to correct and constrain the energies of the b-jets. This correction is called
kinematic fit (KF). The correction is implemented as the minimization of the negative log-likelihood:

−2 ln L =
∑

objects

(pT − pfitT )
2

σ2 −
∑
jets

2 ln L(pT, pfitT )+

∑
objects(p2

x + p2
y)

σ2
balance

+ 2 ln{(m2
`` −m2

Z )
2 +m2

ZΓ
2
Z }. (5.16)

In Eq. 5.16, the pT of all the final state objects are corrected. The first term represents the resolution of
each object. The second term expresses constraints on the energies of the b-jets. They are derived from the
distribution of Emuon-in-jet

b-jet − E truth
b-jet , thus the term allows the energies to be scaled up to those of truth jets,

which take into account the out-of-cone effect and the missing energy carried by neutrinos. The third term
represents the constraints required by the pT balance. The fourth term expresses the constraint on the pT of
the leptons imposing the Z mass.

The KF is applied to events with 2 or 3 jets. But for events with more than 3 jets, the PtReco correction is
used since no improvement is observed by using the KF.
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Figure 5.4: Correction factor for the PtReco correction is shown for b-jets that include a hadronic (blue) and
semi-leptonic (red) decay of b-hadrons. The correction factor scales muon-in-jet corrected pT of a b-jet up to the pT
of truth jets that include muons and neutrinos so that it recovers the missing energy either carried by the leptons
(visible in the red line) or the energy that leaks out of jets (visible in the low pT region).
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Performance

The resolution of the invariant mass of the pair of b-jets in signal events (qq→ ZH and gg → ZH) is shown
in Figures 5.5 and 5.6. For example, the resolution after the corrections is 16.3 (GSC), 14.3 (muon-in-jet),
13.8 (PtReco) and 9.5 GeV (KF) for the qq→ ZH signal with 2 jets and 150 ≤ pVT < 250 GeV.
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6 Analysis strategy

The overall strategies of the analysis: the targets of the measurement, the event selection and the
categorization, the optimization of the analysis, and the validation, are introduced in this chapter.

6.1 Measurement of the differential cross-section

Possible effects from physics beyond the Standard Model (BSM) will be expressed by higher dimensional
operators in the effective Lagrangian [26]. As explained in Section 2.4 (and will be explained in Section
11.1), the dimension-6 interactions affect the cross-section of the VH production in the phase space with
high transverse momentum of the vector boson (pVT ). The goal is to measure the differential cross-section
of the VH production as a function of pVT .

Since the signal strength is defined as the ratio of the cross-section times the branching ratio to the
Standard Model prediction (σ × B/(σ × B)SM), the theoretical uncertainties on the prediction are folded
into its measurement. The theoretical uncertainties are divided into two categories: the uncertainties
on the cross-section, and the uncertainties on the fraction of the signal events which are caught by the
analysis the analysis phase space. This fraction is referred to as acceptance. It is necessary to consider the
uncertainties on the acceptance (acceptance uncertainties) because the modeling of the acceptance relies on
the differential distributions provided by Monte Carlo simulation and the simulation has uncertainties. In a
cross-section measurement instead of the signal strength measurement, only the acceptance uncertainties
are relevant.

The differential cross-section measurement performed in this thesis adopts the Simplified Template Cross
Section approach [137, 138]. It is preferred that the measured phase spaces are synchronized to the analysis
acceptance to avoid folding large acceptance uncertainties into the measurement. The derivation of relevant
systematic uncertainties and the implementation of statistical analysis are explained in Sections 8.2.2 and
9.2.3, respectively.

In this thesis, the cross-sections of the WH and ZH productions are measured separately. The qq→ ZH
and gg → ZH processes are merged into the single ZH process since the analysis sensitivity is currently
insufficient to distinguish the two processes. The pVT defined in the event generator is denoted as truth
pVT (pV,truthT ) in contrast to the reconstructed pVT (pV,recoT ). Signal categories based on truth variables and
reconstructed variables are called truth categories and reconstructed categories, respectively. There is
event migration caused by detector effects such as resolution or identification efficiency of leptons, jets,
and so on. The estimation of the signal in a reconstructed category is dependent on the performance of
detectors, thus the measurement is not theoretically well-defined. In order to compare measurements
with theories, the cross-sections in truth categories are measured. A method for the extraction of the
theoretically well-defined cross-sections is further explained in Section 9.2.3. The phase space is divided
into 2 WH bins and 3 ZH bins based on the pV,truthT : 150 GeV < pV,truthT ≤ 250 GeV, pV,truthT > 250 GeV
for WH, and 75 GeV < pV,truthT ≤ 150 GeV, 150 GeV < pV,truthT ≤ 250 GeV, pV,truthT > 250 GeV for ZH.
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The analysis is not sensitive to ZH in pV,truthT < 75 GeV and WH in pV,truthT < 150 GeV due to the small
acceptance of the processes in the regions (See Sections 6.3 and 6.4). Thus, these signals are not measured
but constrained to the Standard Model prediction within the theoretical uncertainty during the analysis.
The binning is summarized in Figure 6.1 and Table 6.1.

6.2 Strategy of signal and background estimation

The main goal of the analysis is to estimate the yield of the signal precisely from the data. Technically, it is
essential to select events that contain signal events with good purity because the expected significance of
an excess from a background distribution is given by σ =

√
(S + B) ln(1 + S/B)) − S, where S and B are

the expected yields of the signals and the backgrounds, respectively, when only the statistical uncertainty is
taken into account. This point is further discussed in Sections 6.3 and 6.4.

Another main goal of the analysis is to estimate contributions from the background processes in the selected
events using data. The distributions of the backgrounds predicted by the simulations have their systematic
uncertainties as well as the statistical uncertainty. Thus, it is necessary to define special selection criteria
called “control regions” to correct and validate the estimation of the backgrounds using data in those
regions. Details are discussed in Section 6.5.

VH

WH

pVT [0, 75[

pVT [75, 150[

pVT [150, 250[

pVT [250,∞[

ZH

pVT [0, 75[

pVT [75, 150[

pVT [150, 250[

pVT [250,∞[

Figure 6.1: Schematic diagram for the binning of the differential cross-section.

Table 6.1: Binning for the cross-section measurement, and the corresponding analysis categories.
Bin for the cross-section measurement Corresponding reconstructed analysis categories
Process pV,truthT interval Number of leptons pVT interval Number of jets

WH 150 ≤ pVT < 250 GeV 1 150 ≤ pVT < 250 GeV 2, 3
WH pVT ≥ 250 GeV 1 pVT ≥ 250 GeV 2, 3
ZH 75 ≤ pVT < 150 GeV 2 75 ≤ pVT < 150 GeV 2, ≥ 3

ZH 150 ≤ pVT < 250 GeV 0 150 ≤ pVT < 250 GeV 2, 3
2 150 ≤ pVT < 250 GeV 2, ≥3

ZH pVT ≥ 250 GeV 0 pVT ≥ 250 GeV 2, 3
2 pVT ≥ 250 GeV 2, ≥3
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To achieve good sensitivity, we use variables that can distinguish the signals and the backgrounds.
Significance of an excess in a distribution with multiple bins is given by the following equation,

√∑
i σ

2
i =√∑

i[(Si + Bi) ln(1 + Si/Bi) − Si] '
√∑

i S2
i /Bi. This indicates that we can achieve better significance

if the signal and the background have a more different shape. An obvious example of such variables
is the invariant mass of b-jets from the Higgs boson, which forms a narrow peak around 125 GeV. To
achieve better sensitivity, we take more detailed differences of the signals and the backgrounds into account
exploiting a multivariate technique. It is discussed in Section 6.6.

6.3 Event selection

We focus on the leptonic decay channels of the vector boson produced in association with H. This is
because the hadronic decay channel of the VH productions (Z → qq,H → bb̄) only consist of jets in
the final state, and suffers from the huge multi-jet background. By selecting the leptonic decay of the
vector boson, the multi-jet background is significantly reduced and the signal over background ratio is
improved.

In order to measure the WH and ZH signals independently, events are categorized into three channels
depending on the number of charged leptons in the final states targeting ZH → νν̄bb̄, WH → `νbb̄
and ZH → `+`−bb̄ in 0-, 1-, and 2-lepton channels, respectively. This categorization also disentangles
the backgrounds that include W and Z bosons, and allows us to constrain these multiple component
backgrounds including the top productions separately.

Single lepton and Emiss
T triggers are used to take the signals that contain charged leptons or neutrinos. The

triggers are almost fully efficient in the phase spaces sensitive to the signals. Additionally, the selection of
the triggers efficiently reduces the multi-jet background.

The spectra of pVT of the signal and the background processes are compared in the 0-, 1- and 2-lepton
channels in Figure 6.2, where we can see that the signals have higher in pVT than the backgrounds. Thus, a
common approach among three lepton channels is taken to exploit the better S/N ratio in the phase space
with high pVT . Specifically, the analysis takes into account events with pVT ≥ 150 GeV in the 0- and 1-lepton
channels and with pVT ≥ 75 GeV in the 2-lepton channel. The lower bound of the selection in pVT for lepton
channel is determined by several limitations discussed in a later part of this section.

The specific event selection criteria are described in the rest of this section.

Common event selection for lepton channels

In all lepton channels, events are required to have exactly two b-tagged jets (b-jets). pT of at least one b-jet
should be greater than 45 GeV. This pair of b-jet forms a Higgs boson candidate. Events with additional
jets that are not b-tagged are accepted to increase the acceptance of the signal. In counting jets, the central
and forward jets, defined in Section 5.4, are taken into account. In the 0- and 1-lepton channels, events with
more than 3 jets are not included in the analysis because there is large contribution from the semi-leptonic
tt̄ background as shown in Figure 6.3. In the 2-lepton channel, the S/N is also high for the events with
more than 3 jets as shown in Figure 6.3 because the tt̄ background is dominated by the full-leptonic decay
channel due to the requirement of two charged leptons. Thus, those events are included to improve the
acceptance of the signal.
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Figure 6.2: Distributions of the transverse momentum of the Z orW boson in the signal and the background processes
in each lepton channel. For the 0- (a) and 1-lepton (b) channels, distributions with events with two or three jets are
shown. For the two lepton channel (c), distribution with events with two or more jets are shown.

Zero lepton specific selection

In the 0-lepton channel, pVT corresponds to Emiss
T of the events since the Z decays to a pair of neutrinos.

Thus, the signal events are collected by the Emiss
T triggers whose thresholds varied from 70 GeV to 110

GeV in the 2015 and 2018 data taking periods. Emiss
T is required to be greater than 150 GeV in the offline

analysis, and events are vetoed when they contain the VH-Loose charged leptons defined in Sections 5.2
and 5.3.

The efficiency of the Emiss
T trigger reaches its plateau at Emiss

T = 200 GeV, and in a turn-on region1 the
efficiency slightly depends on the number of jets. A cut on the scalar sum of the transverse momenta of the
jets, HT > 120 GeV (2 jets), 150 GeV (3 jets), is applied to remove the small phase space that is affected by
the dependence on the number of jets.

The multi-jet background has a high Emiss
T when the energy of jets is mismeasured. In order to reduce this

background, these cuts defined using angular variables of the jets and Emiss
T as following are imposed:

• |min∆φ(Emiss
T , jet)|

{
> 20◦ (2 jets)
> 30◦ (3 jets) , where min indicates the smallest value among jets.

• |∆φ(Emiss
T , h)| > 120◦, where h is the Higgs candidate.

• |∆φ(jet1,jet2)| < 140◦, where jet1 and jet2 are the leading and sub-leading jets, respectively.

• |∆φ(Emiss
T , Emiss

T, trk)| < 90◦

Here the Emiss
T, trk is defined as the negative vector sum of the transverse momenta of the tracks reconstructed

in the inner detector and originating from the primary vertex.

1 Range of Emiss
T around the threshold of the Emiss

T trigger where the efficiency rises as Emiss
T increases.
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One lepton specific selection

In the 1-lepton channel, since the W decays to a pair of a charged lepton and a neutrino, the pVT is
reconstructed as the vector sum of the Emiss

T and the pT of the lepton. Since muons are not included in the
calculation of Emiss

T in the trigger system, events in the muon sub-channel, W → µν, with pVT ≥ 150 GeV
are collected using the Emiss

T triggers as the 0-lepton channel. Events in the electron sub-channel are
collected using the single electron triggers whose thresholds varied from 24 to 26 GeV during the data
taking periods. Events are required to have exactly one VH-tight charged lepton defined in Sections 5.2 and
5.3, and events that contain VH-Loose charged leptons are vetoed. The muon must have pT > 25 GeV, and
the electron must have pT > 27 GeV.

The phase space with 75 ≤ pVT < 150 GeV can be included by using the single muon triggers. However,
attempts did not succeed because the fit (Chapter 9) was not manageable due to the high statistics and
large systematic uncertainties of the backgrounds. Thus, the 1-lepton channel only considers events with
pVT ≥ 150 GeV. Furthermore, events in the electron sub-channel are required to have Emiss

T > 30 GeV.

Two lepton specific selection

In the 2-lepton channel, the Z boson decaying to a pair of charged leptons is fully reconstructed. Events are
required to contain exactly two VH-Loose leptons (see Sections 5.2 and 5.3) of the same flavor, and events
with additional VH-Loose leptons are rejected. A cut on the invariant mass of the dilepton system is imposed:
81 < m`` < 101 GeV. The two muons are required to have opposite charges while the requirement is not
imposed for the electron sub-channel because of the higher rate of charge misidentification [120].

The single lepton triggers are employed for both the muon and electron sub-channels. The thresholds of
the single muon triggers varied from 20 to 26 GeV during the data taking periods, Thus, at least one lepton
must have pT > 27 GeV.

The event selection for all the lepton channels are summarized in Table 6.2.

6.4 Categorization

In general, the S/N ratio is dependent on phase spaces. For instance, phase space with higher pVT gives a
better S/N ratio than ones with lower pVT . Similarly, the S/N ratio is higher in the phase spaces with a
small number of jets than in the ones with many jets as shown in Figure 6.3.

On the other hand, the signals have a larger cross-section in the phase spaces with low pVT or high jet
multiplicity.

In order to maximize the sensitivity, we separate the events into categories to take full advantage of the
high purity of event sets and the high statistics of other event sets. As explained in the previous paragraphs,
we define three categories based on pVT : 75 ≤ pVT < 150 GeV, 150 ≤ pVT < 250 GeV, and pVT ≥ 250 GeV,
and two categories based on the number of jets: 2 jets and more than 2 jets for the 2-lepton channel. As
discussed in Section 6.3, events with 150 ≥ 150 GeV and 2 or 3 jets are included for the 0- and 1-lepton
analyses. The defined categories are summarized in Table 6.3.
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Table 6.2: Summary of the signal event selection in the 0-, 1- and 2-lepton analyses.
Common Selections

Jets ≥ 2 signal jets
b-jets 2 b-tagged signal jets

Leading b-tagged-jet pT > 45 GeV
0 lepton

Trigger Emiss
T triggers

Leptons 0 VH-Loose lepton
Emiss
T > 150 GeV
HT > 120 (2 jets), >150 GeV (3 jets)

|min∆φ(Emiss
T , jet)| > 20◦ (2 jets) , > 30◦(3 jets)

|∆φ(Emiss
T , h)| > 120◦

|∆φ(jet1,jet2)| < 140◦
|∆φ(Emiss

T , Emiss
T, trk)| < 90◦

pVT pVT ≥ 150 GeV
1 lepton

Trigger e channel: single electron trigger
µ channel: Emiss

T trigger

Leptons 1 VH-Tight lepton
> 1 VH-Loose lepton veto

Emiss
T > 30 GeV (e channel)
pVT pVT ≥ 150 GeV

2 lepton
Trigger Single lepton triggers

Leptons 2 VH-Loose leptons
Same flavor, opposite-charge for µµ

m`` 81 < m`` < 101 GeV
pVT pVT ≥ 75 GeV
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Figure 6.3: The distribution of the number of jets in events for the signals and the backgrounds in each lepton
channel. The phase spaces with pVT ≥ 150 GeV are shown since they are the events that are analyzed.
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Table 6.3: Summary of the categorization for the 0-, 1- and 2-lepton analyses.
Number of leptons Number of jets pVT

0-lepton 2 jets, 3 jets 150 ≤ pVT < 250 GeV, pVT ≥ 250 GeV1-lepton

2-leptons 2 jets, ≥ 3 jets 75 ≤ pVT < 150 GeV
150 ≤ pVT < 250 GeV, pVT ≥ 250 GeV

The categorization using pVT as well as the number of charged leptons also allows us to measure the
differential cross-section of theVH production in the bins with 75 ≤ pVT < 150 GeV, 150 ≤ pVT < 250 GeV,
and pVT ≥ 250 GeV for ZH and 150 ≤ pVT < 250 GeV and pVT ≥ 250 GeV for WH.

The categorization based on pVT allows us to measure the differential cross-section of the VH production in
the bins discussed in Section 6.1. The predicted fraction of the signal in each reconstructed category is
shown in Figure 6.4. The predicted fraction of the signal in each reconstructed category is also shown in
Figure 6.4.

6.5 Signal regions and control regions

For the background estimation, we categorize events into signal-rich regions and background-rich regions.
They are named signal regions and control regions. Control regions called high-∆R control regions and
low-∆R control regions are defined to get sets of events that have small contamination of the signals as
discussed in Section 6.5.1. Special control regions called eµ control regions are defined to estimate the tt̄
background in the 2-lepton channel as discussed in Section 6.5.2.

6.5.1 Definitions by angles

The signal processes are resonant processes that have a narrow peak in the distribution of the invariant mass
of the pair of b-jets. In other words, they distribute on a narrow band in the ∆Rbb̄-pVT plane as shown in
Figures 6.5, 6.6 and 6.7. This fact allows us to define a signal region in the pVT -∆Rbb̄ plane. The functional
form of the continuous cuts we employ is

∆Rbb̄ ≶ α + exp
(
β − γ × pVT

) (
> : upper cut
< : lower cut

)
, (6.1)

and the parameters α, β and γ are tuned in the 1-lepton channel as follows: The upper cut sets the
parameters to have the efficiency of the WH → `νbb̄ signal to be better than 95% in the 2-jets category
and 85% in the 3-jets category, and the lower cut sets the parameters to have the efficiency of the diboson
(W Z → `νbb̄) process to be better than 90% in both the 2-jets and 3-jets categories. The optimized
parameters are summarized in Table 6.4, and the defined curves are shown in Figures 6.5, 6.6 and 6.7 as
the white curves. The regions above the upper cut and below the lower cut define control regions called
high-∆R control regions (high-∆R-CRs) and low-∆R control regions (low-∆R-CRs), respectively. The
same set of cuts is used also in the 0- and 2-lepton channels.

The signal regions and the control regions have yields of processes as shown in Tables C.1-C.7. It should
be emphasized that these yields of the backgrounds are corrected to reproduce the distributions in data of
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Figure 6.4: Top: the expected yields of the signal events from the indicated truth phase spaces (x-axis) in the
categories defined in this section (y-axis). Bottom: the expected fraction of the signals from indicated truth phase
spaces in the categories.
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the signal regions and the control regions. This procedure is called fit, and discussed in Chapter 9. The
fraction of each background component is checked and shown in Figure 6.8. In the 1-lepton channel, the
control regions are designed so that the high-∆R-CRs is enriched in the tt̄ and single top backgrounds, and
the low-∆R-CRs is enriched in the W + jets background. In the 2-lepton channel, two control regions are
enriched in the Z + jets background with a smaller contribution from the top background. Special control
regions are defined for that background and explained in Section 6.5.2. Thus, it is likely to be possible
to estimate one background component in one control region. On the other hand, the background in the
control regions of the 0-lepton channel is a mixture of Z + jets, W + jets, and top. This means that it is
necessary to use the information from the 1- and 2-lepton channels for constraining each background in the
0-lepton channel. This is implemented in a simultaneous fit discussed in Chapter 9.
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Figure 6.5: Two dimensional distributions of the signal processes, WH (left), qq→ ZH (middle), gg → ZH (right)
in the ∆Rbb̄-pVT plane in the events selected with the criteria given in Section 6.3 and in the two jet category. The
plot for the WH signal shows the distribution in the 1-lepton channel, while the ones for qq→ ZH and gg → ZH
show the distributions in the 2-lepton channel.
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Figure 6.6: Two dimensional distributions of the signal processes, WH (left), qq→ ZH (middle), gg → ZH (right)
in the ∆Rbb̄-pVT plane in the events selected with the criteria given in Section 6.3 and in the three jet category. The
plot for the WH signal shows the distribution in the 1-lepton channel, while the ones for qq→ ZH and gg → ZH
show the distributions in the 2-lepton channel.

Table 6.4: Cuts that define the high-∆R-CRs and the low-∆R-CRs for the 2 and ≥ 3 jets categories.
Number of jets Cuts for the high-∆R-CRs Cuts for the low-∆R-CRs

2-jets ∆R > 0.87 + exp
(
1.38 − 0.00795 × pVT

)
∆R > 0.76 + exp

(
1.33 − 0.0073 × pVT

)
≥ 3-jets ∆R < 0.40 + exp

(
0.788 − 0.01023 × pVT

)
∆R < 0.42 + exp

(
0.268 − 0.00809 × pVT

)
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Figure 6.7: Two dimensional distributions of the signal processes, WH (left), qq→ ZH (middle), gg → ZH (right)
in the ∆Rbb̄-pVT plane in the events selected with the criteria given in Section 6.3 and in the three jet category. The
plot for the WH signal shows the distribution in the 1-lepton channel, while the ones for qq→ ZH and gg → ZH
show the distributions in the 2-lepton channel.

6.5.2 Top-eµ control region in the 2-lepton channel

The top backgrounds, tt̄ and Wt, contain two W bosons either directly produced or appearing in the decay
of a top-quark. In the 2-lepton channel, the final states from these background processes have the same
branching fraction for the same flavor leptons (e+e− or µ+µ−) and the different flavor leptons (e−µ+ or
e+µ−) have the same branching fraction. This character of the top backgrounds is expressed as flavor
symmetry. The other backgrounds and the signals in the 2-lepton channel contain a Z boson which decays
to a pair of the same flavor leptons. Thus, in order to enhance the top backgrounds, events are selected with
the same criteria as the signal regions except for the combination of the flavor of the leptons. These regions
contain the top backgrounds with the purity of more than 99%, as shown in Tables C.8, C.9, C.10 and
Figure 6.9. These control regions are called eµ control regions.

Since the continuous cuts defined in Section 6.5.1 are also applied to the eµ control regions, each of these
control regions is corresponding to one of the same flavor regions: the signal regions, the high-∆R control
regions and the low-∆R control regions of the 2-lepton channel. Due to the same kinematic selection
applied to the signal regions and eµ control regions, and the flavor symmetry of the top backgrounds, the
same number of events and same kinematic distributions are expected between the same flavor regions
and the eµ control regions. This behavior plays a crucial role in a top background estimation method, as
discussed later in Section 7.2.2. We apply to the eµ control regions the requirement for the opposite charge,
which is applied to the muon sub-channel but not to the electron sub-channel. This difference has a minor
effect on the method, and it is also discussed.

6.5.3 Prefit comparisons of the data and Monte-Carlo

The distributions of mbb̄ in the data and the MC predictions are shown in Figures 6.10, 6.11 and 6.12. The
tt̄ background in the 2-lepton channel is modeled using a special method that is discussed in Section 7.2.2
instead of the MC prediction shown here. It should be emphasized that these MC predictions are corrected
in the fitting procedure discussed in Chapter 9.
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Figure 6.8: Pie-charts showing the background fraction in the indicated regions before fitting in each analysis region
of each lepton channel.
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Figure 6.9: Pie-charts showing the background fractions in the indicated regions before fitting in the eµ control
regions.

6.6 Multivariate analysis

As discussed in Section 6.2, one essential task of the analysis is to maximize the S/N ratio of sensitive
bins. As well as the invariant mass of the pair of b-jets, pVT , ∆Rbb̄, angles of objects are different for the
signal and the backgrounds due to the spin structure of bosons (vector bosons such as W , Z , gluons and the
scaler boson such as the Higgs boson). These differences allow improving the separation of the signals and
the backgrounds. As known well, multiple cuts on many variables are not efficient. Thus, it is motivated to
use a multivariate technique to optimize cuts in a multidimensional space.

6.6.1 Boosted Decision Tree and setups for training

Boosted Decision Trees (BDTs) are implemented to separate signal and background events using the TMVA
framework [124].

Training of BDT is done using the MC samples of the signals and the backgrounds. If a BDT discriminant
is evaluated for events used in the training, it can be overtuned to separate the training samples based on
differences created by statistical fluctuation. The BDT trained by MC can show different behaviors when it
is applied to a statistically independent dataset, i.e. the data. This is called overtraining. It is problematic
because, in this case, the distributions of BDT score are mismodeled, thus the signal can be mismeasured.
To avoid the problem, it is necessary to apply BDTs to statistically independent samples. To maximize the
size of samples used to train BDT while assuring the independence of training and applied samples, MC
events are split into two parts based on even and odd of an event number, meaning that the events are split
randomly. Two sets of BDTs, even BDTs and odd BDTs, are trained, and when they are used in the analysis,
the even BDTs are applied to the events with odd event numbers and vice versa.

We trained two sets of BDTs for different purposes. The first set (BDTVH ) is trained to separate the VH
signals from the other backgrounds. This is used for the main analysis, which measures the VH signal.
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Figure 6.10: Comparisons of the data and the prediction in the distributions of mbb̄ in the signal regions and the
control regions of the 0-lepton channel. These distributions are obtained before the fitting. The red unstacked and
unfilled histograms show the Higgs signals with the scale factors indicated in the legend. The lower panels in each
plot show the ratio of the data and the predictions of the signals and the backgrounds. The hatched bands in the upper
and lower panels show the total uncertainty, which includes the statistical and systematic uncertainties. Each plot
shows the region indicated in the plot.

The second set (BDTVZ ) is trained to separate the diboson processes from other processes including VH.
This is used for an auxiliary measurement that estimates the diboson processes for a cross-check of the
main analysis.

The event selection discussed in Section 6.3, and the categorization based on the number of jets are applied
before training. For the categories based on pVT , 150 ≤ pVT < 250 GeV and pVT ≥ 250 GeV are merged but
the categories of the 2-lepton channel with 75 ≤ pVT < 150 GeV are separated. As well as the categories of
pVT , the signal, the high-∆R, and low-∆R control regions are merged for the training. These categorizations
are determined because these separation does not improve the sensitivity, and the training can be more
robust against overtraining because of the larger statistics for training. Thus, one BDT discriminant is
constructed for one category based on the numbers of leptons and jets, and pVT as summarized in Table
6.5.

The BDT discriminants are trained with the hyper-parameters listed in Table 6.6. The BDT discriminants
are tuned to provide the best expected significance by testing with various parameters.
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Figure 6.11: Comparisons of the data and the prediction in the distributions of mbb̄ in the signal regions and the
control regions of the 1-lepton channel. These distributions are obtained before the fitting. The red unstacked and
unfilled histograms show the Higgs signals with the scale factors indicated in the legend. The lower panels in each
plot show the ratio of the data and the predictions of the signals and the backgrounds. The hatched bands in the upper
and lower panels show the total uncertainty, which includes the statistical and systematic uncertainties. Each plot
shows the region indicated in the plot.

Table 6.5: Summary of the categories defined to train BDTs.
Number of leptons Number of jets pVT

0-lepton 2 jets, 3 jets pVT ≥ 150 GeV1-lepton
2-leptons 2 jets, ≥ 3 jets 75 ≤ pVT < 150 GeV, pVT ≥ 150 GeV
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Figure 6.12: Comparisons of the data and the prediction in the distributions of mbb̄ in the signal regions and the
control regions of the 2-lepton channel. These distributions are obtained before the fitting. The red unstacked and
unfilled histograms show the Higgs signals with the scale factors indicated in the legend. The lower panels in each
plot show the ratio of the data and the predictions of the signals and the backgrounds. The hatched bands in the upper
and lower panels show the total uncertainty, which includes the statistical and systematic uncertainties. Each plot
shows the region indicated in the plot.
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Figure 6.13: Comparisons of the data and the prediction in the distributions of mbb̄ in the signal regions and the eµ
control regions of the 2-lepton channel. These distributions are obtained before the fitting. The red unstacked and
unfilled histograms show the Higgs signals with the scale factors indicated in the legend. The lower panels in each
plot show the ratio of the data and the predictions of the signals and the backgrounds. The hatched bands in the upper
and lower panels show the total uncertainty, which includes the statistical and systematic uncertainties. Each plot
shows the region indicated in the plot.
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Table 6.6: List of the hyper-parameters used to train the BDTs for all channels. Exceptions for the 1-lepton VH and
diboson training are given in brackets.

tmva Setting Value Definition
BoostType gradient boosting Boost procedure
Shrinkage 0.5 Learning rate

SeparationType Gini index Node separation gain
PruneMethod No Pruning Pruning method

NTrees 200 (600 for 1-lepton VH) Number of trees
MaxDepth 4 (2 for 1-lepton diboson) Maximum tree depth
nCuts 100 Number of equally spaced cuts tested per variable per node

nEventsMin 5% Minimum number of events in a node (% of total events)

6.6.2 Input variables

In this section, kinematic variables used in the training of the BDTs are described. The list of input
variables for the BDT trainings is shown in Table 6.7.

Variables used in the previous result [16]

The following variables are also used in all the lepton channels in the analysis in this thesis:

• mbb̄: invariant mass of the dijet system constructed from the two b-tagged jets

• ∆Rbb̄: distance in η and φ between the two b-tagged jets

• pb1
T : transverse momentum of the b-tagged jet with the higher pT in the dijet system

• pb2
T : transverse momentum of the b-tagged jet with the lower pT in the dijet system

• pVT : transverse momentum of the vector bosons; given by the Emiss
T in the 0 lepton channel, the

vectorial sum of Emiss
T and the transverse momentum of the lepton in the 1 lepton channel, and the

vectorial sum of the transverse momenta of the pair of leptons in the 2 lepton channel

• ∆φ(V, bb): distance in φ between the vector boson candidate and the Higgs boson candidate. The
vector boson candidate is the Emiss

T in the 0 lepton channel, the vectorial sum of the Emiss
T and the

lepton in the 1 lepton channel and the di-lepton system in the 2 lepton channel. The Higgs candidate
is reconstructed with the two b-tagged jets.

• pjet3T : transverse momentum of the jet with the highest transverse momentum among central jets that
are not b-tagged. The central jet is defined in Section 5.4. Only used for events with 3 or more signal
jets.

• mbb̄ j : invariant mass of the two b-tagged jets and the jet with the highest transverse momentum
among central jets that are not b-tagged; only used for events with 3 or more signal jets.

The 0-lepton channel uses five variables in addition to the common variables:

• |∆η(b1, b2)|: distance in pseudo-rapidity η between the two b-tagged jets

• meff : scalar sum of Emiss
T , the pT of the two b-jets and the pT of the third jet if it is present
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The 1-lepton channel uses seven variables in addition to the common variables:

• Emiss
T : missing transverse energy of the event

• min[∆φ(`, b)]: distance in φ between the lepton and the closest b-tagged jet

• mW
T : transversemass of theW boson candidate, which is defined asmW

T =
√

2p`T Emiss
T (1 − cos(∆φ(`, Emiss

T )))

• |∆y(V, bb)|: difference in rapidity between the Higgs boson candidate and the W boson candidate

• mtop: reconstructed mass of the leptonically decaying top quark

The last two variables require the pz of a neutrino candidate (pνz ) to be determined, using mW as a constraint
to solve the quadratic equation:

pνz =
1

2(plT )2

[
plzX ± El

√
X2 − 4(plT )2(E

miss
T )2

]
, (6.2)

where
X = m2

W + 2plxEmiss
x + 2plyEmiss

y . (6.3)

mtop is then reconstructed by selecting a jet from the two b-tagged jets, and a solution to Eq. 6.2 which
minimizes mtop. If pνz has an imaginary solution (i.e. X2 < 4(plT )

2(Emiss
T )2), the magnitude of Emiss

T is
corrected so that the discriminant in Eq 6.3 is equal to zero.

The 2-lepton channel uses four additional variables in addition to the common variables:

• |∆η(V, bb)|: distance in η between the dilepton and dijet system of the b-tagged jets,

• Emiss
T /
√

ST: quasi-significance of the Emiss
T in the event, defined with ST, which is the scalar sum of

the pT of the leptons and the jets in the event,

• m``: invariant mass of the dilepton system.

The distributions of the input variables are shown in Figures 6.14, 6.15 and 6.16, comparing the processes:
the VH signal, W + jets, Z + jets, diboson and tt̄.

6.6.3 Performances compared to the dijet mass distribution

Significance that only takes into account the statistical uncertainty is improved by using BDTVH with
respect to the mbb̄ distributions as shown in Figure 6.17 and summarized in Table 6.8. The gain in the
significance is 30%-60% depending on the channels.

The inclusion of the variable for Z-polarization improves the significance as shown in Table 6.9. The gain
of the improvement is about 7%.

6.6.4 New variables added in the analysis

In addition to the variables brought from the previous result, the following new variables are introduced to
the analysis.
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Figure 6.14: Distributions of input variables used in the 0-lepton channel for the signals and the backgrounds. The
plots show the distributions summed for the signal and control regions of the categories with either two or three jet,
and pVT ≥ 150 GeV except for the variables mbbj and pT, j3. These two variables are only defined in the three jet
categories and shown in those regions.
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Figure 6.15: Distributions of input variables used in the 1-lepton channel for the signals and the backgrounds. The
plots show the distributions summed for the signal and control regions of the categories with either two or three jet,
and pVT ≥ 150 GeV except for the variables mbbj and pT, j3. These two variables are only defined in the three jet
categories and shown in those regions.
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Figure 6.16: Distributions of input variables used in the 2-lepton channel for the signals and the backgrounds. The
plots show the distributions summed for the signal and control regions of the categories with either two or three
jet, and pVT ≥ 75 GeV except for the variables mbbj and pT, j3. These two variables are only defined in the three jet
categories and shown in those regions.
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Table 6.7: List of the input variables used to train the BDTs for the 0-, 1- and 2-lepton channels, where the × symbol
indicates the inclusion of a variable.

Variable 0-lepton 1-lepton 2-lepton

mbb̄ × × ×

∆Rbb̄ × × ×

pb1
T × × ×

pb2
T × × ×

pVT × × ×

∆φ(V, bb) × × ×

MV2c10(b1) × ×

MV2c10(b2) × ×

Emiss
T ≡ pVT ×

|∆η(b1, b2)| ×

meff ×

pmiss,st
T ×

min[∆φ(`, b)] ×

mW
T ×

|∆y(V, bb)| ×

mtop ×

|∆η(V, bb)| ×

Emiss
T /
√

ST ×

m`` ×

cos θ(`−, Z) ×

Only in 3-jet events
pjet3
T × × ×

mbbj × × ×

Track-based soft Emiss
T term

As introduced in Section 5.5, the track based soft Emiss
T term [135] is the vector sum of the pT of all

tracks in the events that are not associated with any reconstructed objects in the 0-lepton channel. This
variable improves the expected significance by 1% to 3% in the 1-lepton channel depending on the analysis
regions.

Scores of the b-tagging discriminant

Binned distribution of the MV2c10 b-tagging discriminant for the leading and sub-leading b-tagged jets is
added in the input variables for the 0- and 1-lepton channels. The bins in this distribution are identical with
ones defined for the pseudo-continuous b-tagging working point explained in Section 5.6. These variables
improve the discrimination power by rejecting the c-jet component in the tt̄ and single top Wt-channel
backgrounds in the 0- and 1-lepton channels, where a top quark decays as t → bW (W → cq), and the
c-jet is misidentified as a b-jet. The gain by including these variables is 7% in the 0-lepton channel and
10% in the 1-lepton channel in the expected significance.

104



0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

E
v
e

n
ts

Signal

Background

1=13 TeV, 139.0 fbs
2 leptons, 2 jets, 2 btags

 250 GeV, SR≤ V

T
 p≤150 

 = 1.93 2[(S+B)ln(1+S/B)S]Σ

0 20 40 60 80 100 120 140 160 180 200

 [GeV]bbm

0

0.5

1

1.5

2

2
[(

S
+

B
)l
n

(1
+

S
/B

)
S

] 0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

E
v
e

n
ts

Signal

Background

1=13 TeV, 139.0 fbs
2 leptons, 2 jets, 2 btags

 250 GeV, SR≤ V

T
 p≤150 

 = 2.73 2[(S+B)ln(1+S/B)S]Σ

1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1

VHBDT

0

0.5

1

1.5

2

2
[(

S
+

B
)l
n

(1
+

S
/B

)
S

]

Figure 6.17: Comparison of the signal and background processes in the mbb̄ and BDTVH shapes in the signal region
of the 2-lepton channels with 150 ≤ pVT < 250 GeV and 2 jets. The significance is computed including only the
statistical uncertainty by using the formula:

√∑
bin[(S + B) ln(1 + S/B)) − S].

Table 6.8: Comparison of the expected significance obtained from the mbb̄ and BDTVH distributions in each category
and channel.

Channel Category Significance
mbb̄ BDTVH Gain

0 lepton

150 ≤ pVT < 250 GeV 2 jets 2.77 3.80 37%
3 jets 1.53 2.46 61%

pVT ≥ 250 GeV 2 jets 2.53 3.27 29%
3 jets 1.51 2.04 35%

Combination 4.32 5.94 38%

1 lepton

150 ≤ pVT < 250 GeV 2 jets 2.07 3.60 74%
3 jets 0.91 2.05 125%

pVT ≥ 250 GeV 2 jets 2.55 3.78 48%
3 jets 1.23 2.17 76%

Combination 3.62 6.02 66%

2 leptons

75 ≤ pVT < 150 GeV 2 jets 1.28 2.03 59%
≥3 jets 1.06 1.76 66%

150 ≤ pVT < 250 GeV 2 jets 1.93 2.73 41%
≥3 jets 1.65 2.47 50%

pVT ≥ 250 GeV 2 jets 1.91 2.28 19%
≥3 jets 1.40 1.95 39%

Combination 3.85 5.46 42%
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Polarization of the Z-boson

cos θ(`−, Z) is defined in the 2-lepton channel as the angle between the negatively charged lepton and the
flight direction of the Z-boson in the rest-frame of the Z-boson as shown in Figure 6.18. This variable
makes use of the difference in the polarization of the Z-boson between the signal and the Z+jets background
as suggested in [139]. The polarization of the Z boson is almost 100% longitudinal for both the qq→ ZH
and gg → ZH signal whereas the polarization is transverse for the background processes, Z + jets and Z Z .
This means that, in the rest frame of the Z boson, the decay leptons come in the transverse (longitudinal)
direction with respect to the flight direction of the Z boson for the signal (background) as shown in Figure
6.19. The distributions of this variable for the signal, the backgrounds, and the data are shown in Figure
6.20. These distributions show the difference between the signal and the backgrounds as well as the data
are described well by the Monte Carlo simulations.

A significant gain by 7% in the 2 lepton training performance is observed with this variable.

6.6.5 Prefit comparisons of the data and Monte-Carlo

The distributions of the data and the MC predictions in the BDT output are shown in Figures 6.21, 6.22
and 6.23. It should be mentioned that the tt̄ background in the 2-lepton channel is modeled with a special
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Figure 6.18: Definition of the angular variable φlep in the ZH production. To define φlep, the following steps are
needed: (1) Lorentz boost along the z-axis and spatial rotation with respect to the z-axis are applied to the coordinate
frame where the Z boson is moving to the x-axis. (2) Rotation with respect to the y-axis is applied moving to the
frame where the Z boson is flying along the z′-axis. (3) Lorentz boost along z′-axis is applied moving to the rest
frame of the Z boson. The θlep angle is defined as the angle between the negatively charged lepton and the z′-axis.
The φlep angle is defined as the angle between the decay plane and the x ′′z′-plane.

Table 6.9: Expected significance with improvement by the Z-polarization variable. The significance is computed
including only the statistical uncertainty by using the formula:

√∑
bin[(S + B) ln(1 + S/B)) − S].

Channel Category Significance
w/o Z-polarization w/ Z-polarization Gain

2 leptons

75 ≤ pVT < 150 GeV 2 jets 1.62 1.68 3.7%
≥3 jets 1.59 1.66 4.4%

150 ≤ pVT < 250 GeV 2 jets 2.10 2.26 7.6%
≥3 jets 2.11 2.30 9.0%

pVT ≥ 250 GeV 2 jets 1.82 1.98 8.9%
≥3 jets 1.66 1.81 9.0%

Combination 4.48 4.81 7.4%
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decay in the transverse (longitudinal) direction for the signal (backgrounds) regarding the flight direction of the Z
boson in the rest frame of Z .
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Figure 6.20: Distribution of cos θ(`−, Z) for the signal, the backgrounds, and the data in the 2 jets, 150 ≤ pVT <
250 GeV and pVT ≥ 250 GeV categories. The stacked histograms show the prediction after the fitting. The red
unstacked and unfilled histograms show the VH signals with the scale factors indicated in the legend. The lower
panels show the ratio of the data and the prediction of the signals and the backgrounds. The hatched bands in the
lower and upper panels show the total uncertainty that includes only the systematic uncertainties.
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method that is discussed in Section 7.2.2 instead of the MC prediction shown here. These MC predictions
are corrected in the fitting procedure discussed in Chapter 9.

6.7 Analysis validations

Diboson processes that include Z → bb̄ and either Z → ``, νν or W → `ν are backgrounds with a similar
kinematics to the Higgs signals. As already mentioned in Section 6.6.1, it is possible to construct an analysis
to measure these diboson processes by training special BDTs (BDTVZ ), regarding them as the signal. This
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Figure 6.21: Comparisons of the data and the prediction in the distributions of BDTVH in the four signal regions of
the 0-lepton channel. These distributions are obtained before the fitting. The red unstacked and unfilled histograms
show the Higgs signals with the scale factors indicated in the legend. The lower panels in each plot show the ratio of
the data and the predictions of the signals and the backgrounds. The hatched bands in the upper and lower panels
show the total uncertainty, which includes the statistical and systematic uncertainties.
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Figure 6.22: Comparisons of the data and the prediction in the distributions of BDTVH in the four signal regions of
the 1-lepton channel. These distributions are obtained before the fitting. The red unstacked and unfilled histograms
show the Higgs signals with the scale factors indicated in the legend. The lower panels in each plot show the ratio of
the data and the predictions of the signals and the backgrounds. The hatched bands in the upper and lower panels
show the total uncertainty, which includes the statistical and systematic uncertainties.
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Figure 6.23: Comparisons of the data and the prediction in the distributions of BDTVH in the six signal regions of
the 2-lepton channel. These distributions are obtained before the fitting. The red unstacked and unfilled histograms
show the Higgs signals with the scale factors indicated in the legend. The lower panels in each plot show the ratio of
the data and the predictions of the signals and the backgrounds. The hatched bands in the upper and lower panels
show the total uncertainty, which includes the statistical and systematic uncertainties.
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method should work as a validation of the background estimation (supposing that the diboson processes do
not deviate from the Standard Model). Results of this validation are shown in Section 10.2.1.

Another naive strategy to estimate the signal is to fit the mbb̄ distribution where Higgs forms a peak. It is
actually possible to perform such an analysis with 30% lower sensitivity as shown in Section 6.6.3. It
provides another opportunity for validation of results, especially to confirm that there is no mistake in the
usage of the BDT. Results of this cross-check is shown in Section 10.2.2.
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7 Background estimation

In order to estimate the backgrounds, both Monte Carlo-based estimation and data-driven estimation are
employed depending on the processes.

7.1 MC-based estimation

The normalization and the shape of the backgrounds, W + jets, Z + jets, tt̄ (in the 0- and 1-lepton channels),
the single top production and the diboson production, are modeled based on Monte Carlo simulation. The
Monte Carlo simulation involves systematic uncertainties affecting both the normalization and the shape of
distributions. The considered uncertainties are discussed in Chapter 8. It is desired to adopt an approach
without relying MC simulation too much for the dominant backgrounds, W + jets, Z + jets and tt̄. The
dominant backgrounds, W + jets, Z + jets and tt̄, should be compared and corrected to the data in the
control regions defined in Section 6.5 without relying on the simulation too much. These comparison and
correction are automatically performed in statistical analysis (fit) discussed in Chapter 9.

7.2 Data-driven estimation

7.2.1 Estimation of multi-jet background

QCD induced multijet background is involved after the final event selection defined in Section 6.3 due to
mismeasurement of jet energy (0-lepton) and fake leptons (1-, 2-lepton). The fake leptons arise either due
to jets making similar clusters to electrons in the electromacnetic calorimeter or non-prompt electrons and
muons from the decays of heavy hadrons. Since it is difficult to simulate such events accurately, data-driven
approaches are adopted for all the lepton channels.

Since the multijet background is negligible in the 0- and 2-lepton channels as evaluated in Ref. [16], a
short argument is given here. In the 0-lepton channel, the additional cuts are used when defining the signal
regions (SRs) to reduce the multijet (see Section 6.3). It is negligible in the 2-jet categories and O(1%) in
the 3-jet categories. In the 2-lepton channel, the requirement of existence of two isolated leptons that form
the invariant mass consistent with a Z boson significantly reduces the multijet background. A study is
performed using events with same sign leptons, and shows that it is negligible.

The multijet background is also small in the 1-lepton channel, but it has a non-negligible contribution.
A method called template method is performed as well as Ref. [16]. The description can be found in
Appendix D.
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7.2.2 Data driven estimation of the top background in the 2 lepton channel

The tt̄ modeling uncertainty is one of the leading systematic sources in the previous work [16]. The
uncertainties on the shape of the distribution have approximately a 10% effect as shown later. In order to
reduce the impact of the modeling and increase the robustness of the analysis, a data-driven estimation of
tt̄ and single top backgrounds in the 2 lepton channel is adopted. Distributions of data as a function of a
variable in the eµ control regions (eµCR) introduced in Section 6.5.2 can directly be used as a template for
the top background (tt̄ and single top) in the signal regions (SR). The schematic diagram of this method is
shown in Figure 7.1. As expressed by the equation:

NSR
top, data =

NeµCR
top, data

NeµCR
top, MC

× NSR
top, MC =

NSR
top, MC

NeµCR
top, MC

× NeµCR
top, data , (7.1)

the fundamental concept of the method is to estimate the top background in the signal regions by deriving
two quantities, NSR

top, MC/N
eµCR
top, MC(≡ α) and NeµCR

top, data. Due to the very high purity of the top background in
the eµCRs (99.5-99.9% depending on the categories, see Section 6.5.2), the NeµCR

top, data can be considered
as the distribution of data in the eµCR. The extrapolation factor α can be estimated in Monte Carlo
simulations.

An important aspect of this approach is the uncertainties of α. Most of the systematic uncertainties on
the extrapolation factor α, especially theoretical modeling and jet-related systematic uncertainties, are
canceled because the same kinematic selections are applied to both the SRs and eµCRs, and tt̄ and single
top backgrounds are flavor symmetric. Thus, in this data-driven background estimation, elimination of the
following two uncertainties are focused on:

(i) Experimental systematics related to the calibration of the object reconstruction and the identification:
the energy calibration of jets and the b-tagging.
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Figure 7.1: Schematic diagram of the data-driven estimation of the top background. The data points are taken from
the eµ control region, and embedded in the signal regions as the template of the top background by multiplying the
scale factor derived from the Monte Carlo simulation. The Feynman diagrams shown in the plots indicate the decay
channels contributing to the two regions.
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(ii) Theoretical systematics from modeling and MC dependence.

Since the dominant source of the uncertainties in the data-driven background estimation is the statistics of
the data, the statistical uncertainties derived from the eµCRs data are included in the final fit of the analysis.
The mathematical implementation of this statistical uncertainty is discussed in Section 9.2.

This method relies on the assumption that the shapes of the tt̄ and single top backgrounds in the SR are
the same as those in the eµCR. Validation studies are performed in the following to show that α does not
depend on any kinematic variables i.e. the distribution of the top background in the SRs and the eµCRs
agree within statistical uncertainty.

The benefit, i.e. the cancellation of the systematic uncertainties in the extrapolation factor, is demonstrated
in the following sections by comparing systematic uncertainties on shapes in the SRs and the eµCRs.

The derivation of the extrapolation factors and the result are presented in the last part of this section. The
extrapolation factors are derived from the top background without the separation by pVT . Individual values
are calculated by taking into account the number of jets.

Comparison of distributions in between signal and eµ control regions

In this section, the pVT and BDTVH distributions in the SRs and the eµCRs are compared using the
processes listed in Table 7.1, in order to validate the assumption that the top background in the eµCRs is
kinematically identical to those in the SRs. The final discriminant, BDTVH , is compared in Figure 7.2,
which shows the agreement of the SRs and the eµCRs within the statistical uncertainties in the categories
with 75 ≤ pVT < 150 GeV and with 2 jets or ≥3 jets.

In order to investigate the dependence of α on pVT , the same comparison is performed for the pVT distributions
for the events with 2 jets or ≥3 jets separately. As shown in Figure 7.3 no dependence on pVT is found.

Cancellation of systematics

The cancellation of systematics results from the same systematic variations in the SRs and the eµCRs. We
can confirm that both of the uncertainties create the same variations in the SRs and the eµCRs in Figures 7.4
and 7.5, and systematic uncertainties on α are consistently canceled, not depending on these variables.

The method can be applied to all the sources of systematic uncertainties. To demonstrate that, the impacts
from every source of the systematic uncertainties on the yields of the SR and the eµCR and on the ratio of
the yields are computed, as shown in Figures 7.6 and 7.7. Similar values of impact for each uncertainty are
found in the SR and the eµCR, and therefore the uncertainty is canceled when the ratio is taken.

Table 7.1: The top MC samples used in the comparison between the SRs and the eµCRs, to assess the extrapolation
factor.

Production process Decay mode
tt̄ full-leptonic decays
tt̄ semi-leptonic decays
single top (Wt, s and t-channel) full- and semi-leptonic decay
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Figure 7.2: Comparison of the BDT distributions in the SRs and the eµCRs in the 2-jet (left) and ≥ 3-jet (right)
categories for the events with 75 ≤ pVT < 150 GeV. The distributions are the sum of the processes listed in Table 7.1.
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Figure 7.3: Comparison of the pVT distributions in the SRs and the eµCRs in the 2-jet (left) and ≥ 3-jet (right)
categories. The distributions are the sum of the processes listed in Table 7.1. In these plots, the “SR” indicates the
sum of the SRs, the low-∆R-CRs, and the high-∆R-CRs. The “eµCR” indicates the eµ regions corresponding to
these same-flavor SRs and CRs.
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Figure 7.4: Systematic uncertainty on the mbb̄ shape in the SR (left) and the eµCR (right) in the 2-jet, pVT ≥ 75 GeV
category. Events in each distribution are the sum of the processes listed in Table 7.1. In these plots, the “SR” indicates
the sum of the SRs, the low-∆R-CRs, and the high-∆R-CRs. The “eµCR” indicates the eµ regions corresponding to
these same-flavor SRs and CRs.
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Figure 7.5: Systematic uncertainty on the pVT shape in the SR (left) and the eµCR (right) in the 2-jet, pVT ≥ 75 GeV
category. Events in each distribution are the sum of the processes listed in Table 7.1. In these plots, the “SR” indicates
the sum of the SRs, the low-∆R-CRs, and the high-∆R-CRs. The “eµCR” indicates the eµ regions corresponding to
these same-flavor SRs and CRs.
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Figure 7.6: All systematic uncertainties on the yield of the SR (top) and the eµCR (middle) in the 2-jet category, and
the uncertainties on the ratio, α (bottom). All the systematic uncertainties are listed in the x-axis. In these plots, the
“SR” indicates the sum of the SRs, the low-∆R-CRs, and the high-∆R-CRs. The “eµCR” indicates the eµ regions
corresponding to these same-flavor SRs and CRs.
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Figure 7.7: All systematic uncertainties on the yield of the SR (top) and the eµCR (middle) in the ≥3-jet category,
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Scale factors in each sample

To check the consistency of the scale factors between the MC samples listed in Table 7.1, the comparisons
of the BDT output in the SR and the eµCR are made for the samples separately.

The comparisons of the BDT in the full-leptonic tt̄, semi-leptonic tt̄ and full- and semi-leptonic single top
(Wt, s and t-channel) samples are shown in Figures 7.8, 7.9 and 7.10, respectively. While the ratios for the
full-leptonic tt̄ and single top are around 1, they are, for the semi-leptonic tt̄ events, around 1.5 in the ≥ 3
jet category rather than 1 due to contribution from the same sign ee events in the signal region.

This scale factor of 1.5 can be explained by the following argument. f (qqbb→ e±bbj) and f (qqbb→
µ±bbj) are defined as the fake rates of the qqbb partonic final state reconstructed as ebbj/µbbj including fake
e/µ. N(e±qqbb) and N(µ±qqbb) are defined as the number of events at truth level. The true/reconstructed
final states and the expected yields in the SRs and the eµCRs are summarized as shown in Table 7.2.

Since the number of events for events including a true electron and muon are the same (N(e±qqbb) =
N(µ±qqbb) = N(`±qqbb)), the expected yields of events are:

SRs : N(`±qqbb) · [ f (qqbb→ e∓bbj) + f (qqbb→ µ∓bbj)] + N(`±qqbb) · f (qqbb→ e±bbj),
(7.2)

eµCRs : N(`±qqbb) · [ f (qqbb→ e∓bbj) + f (qqbb→ µ∓bbj)]. (7.3)

The second term of the equation 7.2 expresses the same-sign ee events and explains the origin of the scale
factor of ≥ 1 when we measure it using the semi-leptonic tt̄ events.

The fake events from the semi-leptonic tt̄ are much less in the 2 jets category due to the small probability
of the parton level final state, `±qqbb, to be reconstructed as a 2-jet event. Thus, the scale factors are
different in the categories with 2 and more than 2 jets as discussed in the last part of this section. Since the
impact on the shapes by including the semi-leptonic tt̄ sample is confirmed to be smaller than the statistical
uncertainty, it is enough to have individual extrapolation factors for 2 and ≥ 3 jets.

Derivation of the extrapolation factors

The extrapolation factors for 2-jets and ≥ 3-jets are shown in the bottom plots of Figures 7.6 and 7.7,
respectively. The central value of each extrapolation factor is identified as the ratio of the nominal yields
in the SRs to that in the eµCRs. The uncertainty is separated into the MC statistical uncertainty and the
others remaining systematic uncertainties, and expressed as:

Uncertainty =
√
(MC stat. unc.)2 +

∑
s∈systematics

σ2
s (7.4)

Table 7.2: Summary of true and reconstructed final states of semi-leptonic ttbar events, and their expected yields.
Region True→reconstructed final states Expected yields
SR e±qqbb→ e±ebbjµ± N(e±qqbb) f (qqbb→ ebbj)

µ±qqbb→ µ±µ∓bbj N(µ±qqbb) f (qqbb→ µ∓bbj)
eµ control region e±qqbb→ e±µ∓bbj N(e±qqbb) f (qqbb→ µ∓bbj)

µ±qqbb→ µ±e∓bbj N(µ±qqbb) f (qqbb→ e∓bbj)
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Figure 7.8: Comparison of the BDT distribution in the SR and the eµCR in the categories with 2 jets (left) and more
than 2 jets (right) for the fully leptonic tt̄ events with 75 ≤ pVT < 150 GeV.
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Figure 7.9: Comparison of the BDT distribution in the SR and the eµCR in the categories with 2 jets (left) and more
than 2 jets (right) for the semi-leptonic tt̄ events with 75 ≤ pVT < 150 GeV.
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Figure 7.10: Comparison of the BDT distribution in the SR and the eµCR in the categories with 2 jets (left) and
more than 2 jets (right) for the single top events with 75 ≤ pVT < 150 GeV.
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As shown in these plots, the leading component of the uncertainties is the statistical uncertainty of the MC
samples. The systematic uncerainties both from experimental and theoretical sources are eliminated as
mentioned at the beginning of this section.

From the comparison of pVT distribution in the SR and the CR (Figure 7.3), it is understood that it is not
necessary to have different extrapolation factors for the pVT categories. However, following the argument
around Eqs. 7.2 and 7.3, it is expected that different extrapolation factors should be used in the categories
with 2 jets and more than 2 jets. The measured extrapolation factors in Figures 7.6 (2 jets) and 7.7 indeed
show difference between the categories. Eventually, the derived extrapolation factors are 0.995 ± 0.008 for
2 jets and 1.011 ± 0.005 for more than 2 jets.
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8 Systematic uncertainties

Systematic uncertainty is categorized into detector systematic uncertainties and theoretical (modelling)
uncertainties. The detector systematic uncertainties are uncertainties of experimental techniques such as
the object reconstruction, identification, and the b-tagging, and the calibration of energy measurement.
The theoretical uncertainties are uncertainties in the physics simulations (Section 4.2.2) related to missing
higher-order correction, PDF+αS uncertainties, and uncertainties in the modeling of parton shower and
underlying events.

The uncertainties on the efficiency of the b-tagging and the uncertainties on the jet energy calibration
have large impacts on the measurement among the experimental systematic uncertainties. The modeling
uncertainties for both the signal and the backgrounds also have impacts on the measurement.

8.1 Detector related systematics

8.1.1 Electrons

Uncertainties relevant to electrons are divided into two parts: uncertainties in the calibration of the energy
scale and resolution, and uncertainties on the efficiency of the reconstruction, the identification, the isolation
and the trigger. These are studied in detail in Refs. [120, 140], and outlined in this section. However, these
uncertainties have small impact on the result presented in this thesis.

Calibration of the energy scale/resolution measurement for electrons is performed by fitting mee distribution
in Z → ee events as explained in Section 5.2.1. The uncertainties in the energy scale calibration
have contributions from imperfect description of detector material and modelling of the response of the
measurement to the pile-up. The uncertainties on the energy resolution have contributions from difference
of pile-up noise between the data and the simulation, and difference between two methods used to extract
the energy resolution correction.

Calibration of the efficiency is performed with a tag & probe method using Z → ee and J/ψ → ee
events as described in Section 5.2.1. Uncertainties on the efficiency of the identification is dominated by
the subtraction of backgrounds in low pT region. The dependence of the efficiency on the ET limits the
precision in high pT region. Uncertainties on the efficiency of the isolation are evaluated by varying details
of the background subtraction and the event selection.

8.1.2 Muon

Uncertainties relevant to muons are categorized into two parts: uncertainties in the energy scale/resolution
calibration, and uncertainties on the efficiency of the reconstruction, the identification, the isolation and the
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trigger. Similar to the uncertainties for electrons, these uncertainties have small impact on the analysis. A
detailed description is presented in Ref. [125], while only outline is presented in this section.

Calibration of the momentum scale of muons is performed by fitting variables such as mµµ in Z → µµ and
J/ψ → µµ events as described in Section 5.3.1. Uncertainties have contributions from the stability against
a variation of the event selection used in the calibration, and uncertainties relevant to the background
subtraction and the assumption of the functional form used in the extraction of the momentum scale.
Alignment of chambers in the muon spectrometer also contributes to the uncertainty. This is studied
with special data when the toroidal magnet is turned off, where the trajectories of muons are straight not
depending on the momenta.

Calibration of the efficiency of the reconstruction, the identification, the isolation and the trigger is
performed with the tag & probe method as described in Section 5.3.1. The uncertainties have contributions
from the background subtraction performed in the analysis and modelling of the signal process. Efficiency
using true muons defined in MC simulations as the denominator is also derived. The difference from
the tag & probe method is included in the total uncertainty. The breakdown of the uncertainty on the
efficiency of the identification is shown in Figure 8.1. The uncertainties on the efficiency of the isolation
have contributions from a variation of the background subtraction and the event selection in low pT, where
backgrounds are important. The uncertainty is dominated by the statistical component in high pT region.

8.1.3 Jet

In the analysis presented in this thesis, the energy scale of jets are corrected with the Global Sequential
Calibration as described in Section 5.4. The corrected jet energies are measured in data using in situ
techniques described below, and the uncertainties in the energy correction is derived. The detailed
description of the measurement of the jet energy is presented in Refs. [131, 141], while only outline is
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presented in this section. The in situmethods impose the pT balance of a focused jet with a reference object
such as Z → ``, γ and a multi-jet system which are well measured. The measurement using Z+jet events
provides calibration of the jet energy in 20 GeV < pj

T < 400 GeV and in |η | < 0.8. The measurement
using γ+jet events provides calibration of the jet energy in 40 GeV < pj

T < 950 GeV and in |η | < 0.8. The
measurement using multijet events provides calibration of the jet energy in 300 GeV < pj

T < 2000 GeV
and |η | < 1.2. Reference multijet system is made up of jets calibrated with the in situ methods using
Z/γ+jet events. These methods are referred to as Z+jet, γ+jet and multi-jet balance. Dijet events are used
to measure the jet energy in the forward region, 0.8 < |η | < 4.5, using well measured jets in the central
region, |η | < 0.8, as reference objects (referred to as η-inter calibration). These in situ measurements are
combined and the result is shown in Figure 8.2.

The uncertainties in the jet energy measurement account for:

• uncertainties in the modelling of the physics process.

• uncertainties in the measurement of the reference objects.

• uncertainties on a potential bias caused by the event selection applied in the calibration analyses.

The contributions to the systematic uncertainties on the measurements of the jet energy are summarized in
Table 8.1. The correlation among the derived systematic uncertainties are resolved and the uncertainties are
redefined in terms of uncorrelated components. These uncertainties are independently taken into account
in a statistical analysis introduced in Chapter 9.

The efficiency of Jet Vertex Tagging explained in Section 5.4 is studied with a tag & probe method using
Z → µµ+jets event. The efficiency in data and MC agrees within statistical uncertainty. In addition to
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Table 8.1: Summary of the systematic uncertainties considered in the in situ measurements of the jet energy [131].

DRAFT

Name Description
Z+jet
Electron scale Uncertainty in the electron energy scale
Electron resolution Uncertainty in the electron energy resolution
Muon scale Uncertainty in the muon momentum scale
Muon resolution (ID) Uncertainty in muon momentum resolution in the ID
Muon resolution (MS) Uncertainty in muon momentum resolution in the MS
MC generator Di�erence between MC event generators
JVT Jet vertex tagger uncertainty
�� Variation of �� between the jet and Z boson
2nd jet veto Radiation suppression through second-jet veto
Out-of-cone Contribution of particles outside the jet cone
Statistical Statistical uncertainty over 13 regions of jet pT
�+jet
Photon scale Uncertainty in the photon energy scale
Photon resolution Uncertainty in the photon energy resolution
MC generator Di�erence between MC event generators
JVT Jet vertex tagger uncertainty
�� Variation of �� between the jet and �
2nd jet veto Radiation suppression through second-jet veto
Out-of-cone Contribution of particles outside the jet cone
Photon purity Purity of sample in �+jet balance
Statistical Statistical uncertainty over 15 regions of jet pT
Multijet balance
↵MJB selection Angle between leading jet and recoil system
�MJB selection Angle between leading jet and closest subleading jet
MC generator Di�erence between MC event generators
pasymmetry

T selection Second jet’s pT contribution to the recoil system
Jet pT threshold Jet pT threshold
Statistical components Statistical uncertainty over 16 regions of pleading

T
⌘-intercalibration
Physics mismodeling Envelope of the MC, pile-up, and event topology variations
Non-closure Non-closure of the method in the 2.0 < |⌘det | < 2.6 region
Statistical component Statistical uncertainty
Pile-up
µ o�set Uncertainty of the µ modeling in MC simulation
NPV o�set Uncertainty of the NPV modeling in MC simulation
⇢ topology Uncertainty of the per-event pT density modeling in MC simulation
pT dependence Uncertainty in the residual pT dependence
Jet flavor
Flavor composition Uncertainty in the jet composition between quarks and gluons
Flavor response Uncertainty in the jet response of gluon-initiated jets
b-jet Uncertainty in the jet response of b-quark-initiated jets
Punch-through Uncertainty in GSC punch-through correction
AFII non-closure Di�erence in the absolute JES calibration using AFII
Single-particle response High-pT jet uncertainty from single-particle and test-beam measurements

Table 1: Summary of the systematic uncertainties in the JES, including those propagated from electron, photon,
and muon energy scale calibrations [16, 38].

March 27, 2017 – 14:06 28
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the statistical components, systematic uncertainties are added to account for the differences in efficiency
derived in Sherpa and Powheg+Pythia8, and mismodelling in a kinematic distribution.

8.1.4 b-tagging

Calibration of the efficiency of the b-tagging and the systematic uncertainties are separately derived for
b-jets, c-jets and light-jets (based on the truth label introduced in Section 5.6.3) as described in this section.
The derived systematic uncertainties are decomposed into uncorrelated components that can be used
independently in the statistical analysis in Chapter 9.

Calibration of the b-tagging efficiency for b-jets

The procedure of calibration of the b-tagging efficiency detailed in Ref. [136] is outlined in this section. The
calibration of the b-tagging efficiency for b-jets utilizes the dileptonic decay channel of the tt̄ production
selected by requiring an electron, a muon and two jets. The two jets are not required to be b-tagged to
avoid a bias on the measurement of the efficiency of the b-tagging. Signal regions and control regions for
this calibration are defined as following. Each lepton is paired with a jet, and the invariant masses of the
pairs are denoted by mj1,` and mj2,` . There are two permutations of pairs of the jets and the leptons. The
permutation that gives lower value of m2

j1,`
+ m2

j2,`
is chosen. If the lepton and the jet in a given pair come

from one top-quark decay, mj,` is less than the mass of a top-quark, mt = 172.5 GeV, due to the missing
energy carried by neutrino. Thus, a signal region can be defined by the condition mj1,`,mj2,` < 172.5 GeV
so that the region contain b-jets with relatively high purity. Control regions are defined by inverting the cut
on mj1,` and mj2,` . These control regions contain b-jets with lower fraction. The signal region is further
classified into the intervals of MV2c10 introduced in Section 5.6. The event yield in the control regions are
expressed as

νCR(Tm,Tn) = cm,n
bb

νm,nCR,bb + cm,n
bl

νm,nCR,bl + cm,n
lb

νm,nCR,lb + cm,n
ll

νm,nCR,ll, (8.1)

where Tm,Tn represent the pT bins, νm,nCR,bb, ν
m,n
CR,bl, ν

m,n
CR,lb, ν

m,n
CR,ll are the expected yields of the indicated

flavor component in the pT bins. cm,n
bb

, cm,n
bl

, cm,n
lb

, cm,n
ll

are the correction factors for the yields. These
correction factors are constrained in the control regions and extrapolated to the signal regions. The yield in
the signal regions are parametrized as

νSR(Tm,Tn,Ok,Op) = cm,n
bb

νm,nSR,bbPb(Ok |Tm)Pb(Op |Tn)

+ cm,n
bl

νm,nSR,blPb(Ok |Tm)Pl(Op |Tn)

+ cm,n
lb

νm,nSR,lbPl(Ok |Tm)Pb(Op |Tn)

+ cm,n
ll

νm,nSR,llPl(Ok |Tm)Pl(Op |Tn), (8.2)

where Tm and cm,n
bb

, cm,n
bl

, cm,n
lb

, cm,n
ll

are the same parameters as Eq. 8.1. νm,nSR,bb, ν
m,n
SR,bl, ν

m,n
SR,lb, ν

m,n
SR,ll are the

expected yields of the indicated flavor components in the pT bins of the signal regions (l stands for c- and
light jets). Ok represents the MV2c10 bins. Pb(Ok |Tm) and Pl(Op |Tn) are the probabilities of b-jets and
jets of other flavor to be tagged in the indicated pT and MV2c10 bins. Pb(Ok |Tm) are determined by fitting
the control regions and the signal regions. Pl(Ok |Tm) are taken from other analysis (i.e. the calibration for
c- and light-jets described below). Contributions to the uncertainty on the scale factors are shown in Table
8.2.
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Table 8.2: Breakdown of the contributions to the systematic uncertainty on the efficiency of the b-tagging in the
individual MV2c10 bins [136]. The uncertainties for b-jets with 110 GeV ≤ pbT < 140 GeV are shown. “tt̄ modeling”
and “single top modelling” include uncertainties in parton shower, hadronization model, initial-state and final-state
radiation and PDF for the tt̄ and single-top productions. “Other souces” account for residual uncertainties: the
resolution of jet energy, performance of the electron and muon reconstruction, b-tagging efficiency for c- and
light-jets, the performance of the JVT, the profile of the pile-up, and the modelling uncertainties for the diboson and
Z + jets productions.

Calibration of the b-tagging efficiency for c- and light-jets

The calibration of the b-tagging for c- and light-jets are too much detail. The description is presented in
Appendix E.

8.1.5 Emiss
T

The uncertainties in the calibration of the energy scale of electrons, the momentum of muons and jets are
propagated into the uncertainty of Emiss

T . Uncertainties on the modelling of the underlying events and
performances of the tracking are also included [135, 142].

8.1.6 Other experimental uncertainties

There are other experimental systematic uncertainties taken into account. Uncertainties on the efficiency
scale factor of the Emiss

T trigger are evaluated and included for the 0- and 1-lepton channels. Uncertainties
on the integrated luminosity of the data, which is evaluated as 1.7% [143, 144], are considered. The profile
of the average number of interaction per bunch crossing is corrected based on the analysis in Ref. [145],
and the uncertainties are taken into account.

8.2 Theoretical uncertainties

8.2.1 General description of methodologies

Predictions with Monte Carlo simulations are kind of approximations of phenomena caused by the Standard
Model (or some phenomenological models for hadronization and so on). Thus, systematic uncertainties of
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the simulations should be considered.

The systematic uncertainty would be broken down into uncertainties on the cross-sections and residual
uncertainties such as acceptance uncertainties relevant to extrapolation between channels and categories,
flavor composition uncertainties and uncertainties on the shapes of kinematic distributions. They are
outlined in this section.

Cross-section uncertainty

For the sample normalization, best available cross-section are used as nominal theoretical predictions.
Event generation is typically done with theoretical calculations at the NLO accuracy in QCD. while the
total cross-section is often available at the NNLO accuracy.

The uncertainty on the total cross-section computed at the NNLO is often estimated by checking stability
against variations of the renormalization and factorization scale, PDF, αS, and so on. This method is
adopted for the singnals and the diboson and single-top productions. The V + jets backgrounds containing
bb, bc bl, cc jets (referred to as Z + hf-jets) are modelled with the method described below whereas the
other flavor components (V + cl and V + ll) are modelled in this way.

It is however preferred that the normalization for important backgrounds are estimated using data without
relying on the theoretical cross-sections. Practically, the cross-section values are not of interest for the
backgrounds, but it is sufficient to just get the normalization factors that make the MC predictions describe
the data well. The normalization factors of the dominant backgrounds, W + jets, Z + jets and tt̄, are
estimated with such approach by defining the control regions discussed in Section 6.5.

Acceptance / extrapolation uncertainty

Although assumptions on the overall cross-sections of the dominant backgrounds are mostly removed,
acceptance uncertainties still need to be considered to account for differences of the normalization factors
(or acceptance correction) among the categories and the channels due to the different kinematic selections
used. Thus, the acceptance uncertainty would also be called extrapolation uncertainty. The acceptance
uncertainties relevant to a “category A” and a “category B” are evaluated using the nominal MC sample
and an alternative sample according to:

Acceptance[CategoryA](Nominal)
Acceptance[CategoryB](Nominal)

/
Acceptance[CategoryA](Alternative)
Acceptance[CategoryB](Alternative)

. (8.3)

And it is applied to the category B. Note that the impact from the difference of the overall normalization
between the two MC samples are removed from Eq.8.3 by definition.

For the single-top and diboson backgrounds, they are normalized relying on the theoretical cross-sections. In
this case, not only uncertainties on the difference of the acceptances but the those for “absolute acceptance”
need to be considered.
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Flavor composition uncertainties

Flavor composition uncertainties need to be considered because distributions may differ depending on
flavor components. If theoretical uncertainty on the flavor fraction of partons at the truth level is large, in
particular for V + jets, a systematic uncertainty should be assigned to change the fraction, which in turn may
varies kinematic distributions and the relative acceptance across regions. The variation of distributions is
possible because, for example for the V + jets backgrounds, the bb̄ final state consists of large contribution
from the g → bb̄ process while the final state including b and c quarks is caused by other diagrams. Thus,
the fraction of the flavors component changes the overall kinematic distribution. For the tt̄ background,
since the flavor of final state particles are governed by the weak interaction, the theoretical flavor uncertainty
may be small. However, the flavor composition uncertainty should still be taken into account because the
acceptance may be different between flavors.

Shape uncertainties: one-dimensional parametrization

Uncertainties on the shapes of background distributions in fitting regions can be relevant to themeasurements.
Thus, uncertainties on the distributions of relevant variables such as mbb̄ and pVT are evaluated by comparing
different MC setups. The uncertainties are derived as re-weighting functions that correct the nominal MC
distributions to the alternative ones. They are considered in the statistical analysis in Chapter 9. For this
method, mbb̄ is chosen as one of parametrization variables because it is the most important variable in
the final discriminants (BDTs) and the fit is sensitive to the modelling of the variable. pVT is is chosen as
another parametrization variable because the pVT spectrum of the signal is measured using the binning with
this variable and the fit is also sensitive to it. The One dimensional parametrization is adopted for the
signal, Z + jets, the single top production, and the diboson production as shown in Table 8.3.

Shape uncertainties: multi-dimensional parametrization

Uncertainties on the shapes of the background distributions in the fitting regions can also be parameterized
using several kinematic variables in a method explained below. A new BDT classifier, BDTsys, is trained to
separate the nominal MC and alternative MC samples using the input variables of the BDTs of the main
analysis (let us call this classification BDT). One should be careful not to confuse this BDTsys with the
classification BDT used as the final discriminant of the main analysis, which is trained separate the signals
and the backgrounds. The output of the BDTsys is evaluated for the two MC samples. A re-weighting
factor as a binned or analytic function of the BDTsys score is derived. So, this method parameterizes the
uncertainties as functions of the BDTsys scores while the one-dimensional parametrization above uses
functions of mbb̄, pVT or some other variables. The nominal MC sample is re-weighted to define the
systematic variation. The procedure is illustrated in Figure 8.3. This evaluation of systematic variation is
called multi-dimensional parametrization. This method is adopted for the W + jets and tt̄ backgrounds
in the 0- and 1-lepton channels as shown in Table 8.3. For Z + jets, the theoretical uncertainties of this
background is derived using the data in the side band of the mbb̄ distribution. The multi-dimensional
parametrization is not adopted because the data events with mbb̄ ∼ 125 GeV can not be used to train
BDTsys.

A problem in the multidimensional parametrization mentioned above is related to the nature of two point
systematic. It can make a shape that is expressed by interpolation of the two samples since it is associated
to one nuisance parameter even though it considers multiple variables to define systematic variations, and
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Figure 8.3: Illustration of the multidimensional parametrization. In this example, a) indicates comparison of “MC1”
and “MC2” in three input variables x = [O1,O2,O3] for an MVA classifier s(x). is trained using the three variables,
O1,O2,O3. c) shows comparison of MC1 and MC2 in the s(x) variable. The black curve in c) indicates the derived
systematic variation.

the data is not necessarily reproduced. Thus, it is desired to define multiple shape variations from one
systematic source. In practice, comparison of the two samples is performed to evaluate uncertainty on
the pVT shape and the nominal samples are re-weighted prior to the training of BDTs. In training with the
re-weighted samples, the BDTsys is not sensitive to the difference of the pVT distributions between the two
samples. Thus, the variation in pVT is factorized out from the variation parametrized with multidimensional
variables. This multi-dimensional parametrization that includes the factorization of the pVT variation is
called hybrid multidimensional parametrization. Procedure is illustrated in Figure 8.4.

8.2.2 Signal uncertainties

The uncertainties of the signal modelling are summarized in Table 8.4. These are presented in detail in
[146], and outlined in this section.

Table 8.3: Summary of the parametrization methods for systematic uncertainties on the shapes for the signal and the
background processes.

Type Process
One dimensional signal, Z + jets, single top production, diboson production
Multi-dimensional tt̄ (0- and 1-lepton), W + jets
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Figure 8.4: Illustration of the hybrid multidimensional parametrization. a) indicates the derivation of the O1 shape
from comparison of MC1 and MC2. In b), input variables x = [O1,O2,O3] are re-weighted by the function derived in
a), and the O1 shape effect is factorized out from the input variables. The black curve in c) represents the parametrized
systematic variation (O1 factorized multidimensional parametrization). In this example, x = [O1,O2,O3] are input
variables for the classification BDTs, and O1 is factorized out from the multi-dimensional parametrization.

Table 8.4: Summary of the systematic uncertainties on the signal modelling. The symbol XS indicates that the
uncertainties are used in the differential cross-section measurement. The ranges for these uncertainties shows that
they depend on the bins.
Description Size or implementation
Cross-section (scale) 0.7% (qq→ VH), 25% (gg → ZH)
H → bb̄ branching fraction 1.7%
Scale variations (XS) 3.0%-3.9% (qq→ WH), 6.7%-12% (qq→ ZH), 37%-100% (gg → ZH)
PS/UE variations (XS) 1%-5% (qq→ VH), 5%-20% (gg → ZH)
PDF+αS variations (XS) 1.8%-2.2% (qq→ WH), 1.4%-1.7% (qq→ ZH), 2.9%-3.3% (gg → ZH)
mbb̄ shape (scale) Migration and shape
mbb̄ shape (PS/UE) Migration and shape
mbb̄ shape (PDF+αS) Migration and shape
pVT from the NLO EW correction Migration and shape
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Cross-section (overall normalization)

The cross-sections of WH and ZH are obtained at NNLO in QCD [87, 89] (O(α2
S)) and NLO in the

electroweak interaction [147] including gluon induced heavy-quark loop mediate subprocess for ZH
(gg → ZH) [94]. The WH sample is normalized to the NNLO (QCD) and NLO (EW) prediction. The
gg → ZH sample is normalized to the NLO+NLL calculation in QCD (O(α3

S)). The cross-section of
qq→ ZH is obtained as the subtraction of the gg → ZH cross-section from the overall ZH cross-section,
thus it is a quantity of O(α2

S).

To obtain the QCD scale uncertainty separately for qq→ ZH and gg → ZH, it is assumed the uncertainty
on qq→ ZH is the same as those for qq→ WH. Then, the uncertainty on gg → ZH is derived so that
the quadratic sum of the qq→ ZH and gg → ZH uncertainties reproduces the uncertainty on the overall
ZH production cross-section. Uncertainty on the H → bb branching ratio considers higher order effects of
QCD and the electroweak interaction, uncertainties on the b-quark mass and αS [45].

Migration uncertainties

As mentioned in Section 6.1, the differential cross-sections are measured for the pVT categories defined with
the truth pVT (truth categories). Theoretical uncertainties need to be considered to account for either the
event migration across regions or the acceptance correction of the individual regions of signal events. QCD
scale uncertainties, PDF uncertainties and uncertainties relevant to the parton shower (PS) and underlying
event (UE) modelling are considered. These are discussed below.

The QCD scale uncertainties are evaluated varying the renormalization scale (µR) and the factorization
scale (µR) to account for the acceptance of the truth category. Six scale variations are tested: (µR, µF) =
(0.5, 1), (1, 0.5), (2, 1), (1, 2), (0.5, 0.5), (2, 2), and the largest variation is used. The QCD scale uncertainties
are derived following the Stewart-Tackman method [148]. These uncertainties cause the migration across
pVT and n-jet boundaries, and they are evaluated using the NLO samples They are defined so that they do
not change the overall cross-section since the overall cross-section is normalized to the NNLO calculation.
The uncertainties associated to the pVT boundaries are evaluated in inclusive n-jet regions while the
uncertainties associated to the n-jet boundaries evaluated in the individual pVT regions, which means the
n-jet uncertainties are implemented as the internal variations in the pVT regions. Regions affected by each
systematic uncertainty are shown in Tables 8.5 and 8.6. When the uncertainties are used in the statistical
analysis, the uncertainties for qq→ ZH and WH are correlated.

Table 8.5: Relative impact of scale variations ∆X associated to a boundary X on the truth categories indicated in
the left column. The σ[X1,X2[ denominators represent the cross section for the categories X1 ≤ pVT < X2 in GeV
including the |yHiggs | ≤ 2.5 selection. Thus, the variations associated to X = 75, 150, 250, 400 do not affect the
overall cross-section. ∆y represents the variation of the overall acceptance of the |yHiggs | < 2.5 cut.

pVT bin [GeV] ∆y ∆75 ∆150 ∆250 ∆400
pVT [0, 75[ +∆y/σ[0,∞[ -∆75/σ[0,75[ 0 0 0
pVT [75, 150[ +∆y/σ[0,∞[ +∆75/σ[75,∞[ -∆150/σ[75,150[ 0 0
pVT [150, 250[ +∆y/σ[0,∞[ +∆75/σ[75,∞[ +∆150/σ[150,∞[ -∆250/σ[150,250[ 0
pVT [250, 400[ +∆y/σ[0,∞[ +∆75/σ[75,∞[ +∆150/σ[150,∞[ +∆250/σ[250,∞[ -∆400/σ[250,400[
pVT [400,∞[ +∆y/σ[0,∞[ +∆75/σ[75,∞[ +∆150/σ[150,∞[ +∆250/σ[250,∞[ +∆400/σ[400,∞[

132



Table 8.6: Relative impact of scale variations ∆1 and ∆2 associated to the 1 and 2 additional jets boundaries. σi

indicate the cross-sections in the indicated phase spaces including the |yHiggs | ≤ 2.5 selection. Both the variations do
not affect the overall cross-section. The ∆2 variation provides a finer split in the N-jets≥ 1 phase space.

N-jets bin ∆1 ∆2

N-jets=0 -∆1/σn-jets<1
N-jets=1 +∆1/σn-jets≥1 -∆2/σn-jets=1
N-jets≥ 2 +∆1/σn-jets≥1 +∆2/σn-jets≥2

To evaluate the PDF uncertainties, PDF4LHC15_30 set is used to follow the “PDF4LHC recommendations
for LHC Run II” [84, 149–154]. The first sample of the PDF4LHC15_30 set (PDF0) is used as the nominal.
Systematic variations are defined as

Vari =
yPDFi − yPDF0

yPDF0
, (8.4)

where Vari represents the relative variation of the yield. For PDF αS uncertainties, αS(m2
Z ) = 0.118 is used

as the nominal while two variations, αS(m2
Z ) = 0.1165 and αS(m2

Z ) = 0.1195, are used to define

VarαS =
|VarαS=0.01165 | + |VarαS=0.01195 |

2
(8.5)

All the variations are derived for the truth categories and used in the statistical analysis.

The PS/UEuncertainties are introduced to account for the uncertainties on the acceptance of the reconstructed
categories for the signal classified in the truth categories. The nominal Powheg+Pythia8 sample is
compared to AZNLO tune variations and Powheg+Herwig7, and the uncertainties are:

σC,I
S
=

NS(C, I)
NS(I)

/
Nnominal(C, I)

Nnominal(I)
, (8.6)

where Nx are the yield of the nominal and the systematic variations, S represents a source of a systematic,
C is the event selection used in the reconstructed level analysis and I represents a category based on truth
information.

The nominal pVT distribution is first evaluated at LO (EW) and corrected to the NLO calculation of the
electroweak interaction using HAWK [93, 99]. The difference between the leading order prediction and the
NLO prediction is considered as an uncertainty.

Elimination of the systematic uncertainties for the signals

Elimination of the signal uncertainties in the differential cross-section measurement is briefly mentioned
in Section 6.1. It is formularized below. The measurement is performed in the five pVT bins, but the
systematic uncertainties are derived for regions with finer split. To discuss the elimination of the systematic
uncertainties, the uncertainties for the merged regions need to be factorized into the uniform effect on the
normalization in the bin and residual effects on the internal shape. The uniform effect is defined as:

δmerged-bin =

∑
t∈merged-bin δtσt∑
t∈merged-bin σt

, (8.7)
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(a) gg → ZH → `+`−bb̄,3-jets,75 ≤ pVT < 150 GeV
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(b) qq→ ZH → `+`−bb̄,3-jets,75 ≤ pVT < 150 GeV
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(c) gg → ZH → `+`−bb̄,3-jets,150 ≤ pVT < 250 GeV
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(d) qq→ ZH → `+`−bb̄,3-jets,150 ≤ pVT < 250 GeV
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(e) gg → ZH → `+`−bb̄,3-jets,pVT > 250 GeV
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(f) qq→ ZH → `+`−bb̄,3-jets,pVT > 250 GeV

Figure 8.5: Acceptance corrections and their uncertainties for each truth category (listed in the x-axes) and each
reconstructed category ((a)-(f)). In the x-axes of the plots, “GG2HLL” and “QQ2HLL” represents “gg→ZH →
`+`−bb̄” and “qq→ZH → `+`−bb̄”; “PTVxAxB” represents the pVT categories A ≤ pVT < B; “NJ” represents the
N-jets.
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where σt and δt are the cross-section and the uncertainty in a bin t, respectively. The uncertainty δmerged-bin
uniformly affects the bins in the “merged bins”. δmerged-bin is eliminated when the cross-section of the
merged-bin is measured. The residual uncertainties are defined as:

δt,residual = δt − δmerged-bin =

∑
s∈merged-bin(δt − δs)σs∑

s∈merged-bin σs
. (8.8)

These uncertainties affect each bin, and are not eliminated in the measurement.

The QCD scale uncertainties for the signal strength measurement and the cross-section measurement in all
the truth categories are shown in Figure 8.6. It can be seen in the bottom plot that uncertainties for the WH
process is almost eliminated in the cross-section measurement while those for the ZH processes are not
fully eliminated. This feature is confirmed in Appendix F conducting the calculation in Eq. 8.8 for some
examples.

Uncertainties on the mbb̄ shape

The PS/UE uncertainties (Powheg+Pythia8 vs Powheg+Herwig7) on mbb̄ shape are derived in the
1-lepton, 2-jet region by a truth level analysis and the same shape uncertainties are applied to all the regions.
The QCD scale uncertainties are derived by varying the renormalization and factorization scales in the 2-jet
and 3-jet categories separately using a Powheg+MiNLO+Pythia8 sample. The same shape is used for
qq→ ZH and gg → ZH but treated as independent nuisance parameters in the statistical analysis.

8.2.3 Background uncertainties

The modeling uncertainties are derived following the method described in Section 8.2.1 for all the
background components, W + jets, Z + jets, tt̄, the single-top production, and the diboson production. The
detailed description of these background modeling uncertainties is presented in Appendix G.
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Figure 8.6: QCD scale uncertainties associated to the pVT boundaries and their effects on the truth categories. The
top plot shows the uncertainties used in the signal strength measurement, and the bottom plot shows the uncertainties
used in the differential cross-section measurement in the 5 pVT categories defined in Section 6.1. ∆j

i represents the
uncertainties on the signal i associated to the boundaries j. The x-axes indicates the phase spaces of the signal that
are affected. The full systematic uncertainties are considered in the signal strength measurement. In the differential
cross-section measurement, the most of the scale uncertainties are eliminated for WH while they are not fully
eliminated for ZH as confirmed in Eqs. F.7 and F.7
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9 Statistical analysis

Statistical methods used in the analysis are described in this chapter. General aspects of the proile-likelihood
fit are explained in Section 9.1. Analysis-specific configurations are introduced in Section 9.2.

9.1 General description of the profile likelihood fit

9.1.1 Construction of likelihood functions

Profile-likelihood fits are performed to estimate parameters such as signal strength (µ) defined as a ratio of
the observed cross-section times the branching fraction to the prediction of the Standard Model, underlying
parameters of models like coupling constants, and so on. The estimation of parameters (fit) is done by
maximizing a likelihood as a function of parameters of interest and others called nuisance parameters,
which are introduced later. The likelihood function is constructed from a dataset, a probability density
function (PDF) of a model that describes the data and systematic uncertainties of the model. The likelihood
function consists of two parts: likelihood terms and constraint terms, which are explained in the following
sections.

Likelihood terms

The likelihood terms describe the agreement of data and a model that predicts distributions of the data. It
is defined as a product of Poisson probabilities of all the bins of the PDF:

L({xi}|{θk}) =
∏
j∈bins

F(xj ; {θk})n j

nj!
e−F(x j ;{θk }), (9.1)

where F(xj ; {θk}) represents the PDF value of the jth bin, {θk} is a set of parameters1 contained in the
model, and nj is the observed number of events in the jth bin.

Systematic uncertainties are expressed as variations of the PDF. The parameters {θk} in the Eq.9.1 are called
nuisance parameters, and they are introduced to parameterize the systematic uncertainties. Dependence of
the PDF on {θk} is expressed as:

F(x; {θk}) = (1 −
∑

θk) fnominal(x) +
∑

θk fk(x), (9.2)

where fk(x) are alternative PDFs associated to the parameters θk . Thus, the PDF is now also a function of
the nuisance parameters.

1 In this notation, a symbol f (x; {θk }) is a function of x and θ1, · · · , θn: f (x; θ1, · · · , θn)
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Constraint terms

Some systematic uncertainties are constrained within predefined sizes by calibration of experimental
techniques or theoretical estimation.

The sizes of the systematic uncertainties are expressed with additional terms called constraint terms in the
likelihood. The form of a constraint term is given as2:

exp

{
−(θk − θ

Nominal
k

)2

σ2
k

}
, (9.3)

where k is an index for the kth nuisance parameter in {θk}. For the experimental uncertainties, σk are
derived in the calibration processes. For the theoretical uncertainties, σks are estimated by comparing
nominal and alternative setups of simulation, or other methods described in Section 8.2. Practically, θk are
redefined so that θNominal

k
= 0 and σk = 1.

Uncertainties of statistical nature can also be implemented as nuisance parameters “γ” using the Beeston-
Barlow technique [155]. Dependence of a PDF on γ is introduced by multiplying these parameters to the
nominal yields. These γ factors have Poisson constraint terms of the form:

f (γ; τ) = (τγ)τe−τγ, (9.4)

where τ = 1/(relative error)2. The function in Eq.9.4 has the maximum at γ = 1 and the width around the
maximum is τ−1/2. A special case of this implementation is used in Section 9.2.2.

9.1.2 Asimov datasets

In order to study characteristics of a likelihood and extract statistical quantities, it is needed to know how
parameters of interest (POIs) behave in fits and how systematic uncertainties affect the POIs. To obtain
such knowledge while blinding the signal, it is useful to create pseudo datasets and then study the likelihood
constructed from them. Asimov dataset is a dataset that exactly reproduces distributions of a model. For
example, if an Asimov dataset is created based on the signal+background hypothesis, the fit estimates the
same hypothesized signal.

9.1.3 Evaluation of statistical quantities from likelihood

Statistical significance of an excess

Statistical significance is an example of the likelihood ratio test, described in Appendix H. A test statistic
[156] is defined as the log likelihood ratio of two hypotheses3:

qµ = −∆ ln(L) = − ln
L({x}|µ, ˆ̂θµ)
L({x}| µ̂, θ̂)

. (9.5)

2 The center of the Gaussian (global observable) can be an arbitrary value, but it is typically θnominal = 0.
3 A definition qµ = −∆ ln(L) is often used in literature, but Eq. 9.5 is used in this thesis.

138



The statistical significance of an excess is
√

2q0(≡
√

2qµ
��
µ=0) standard deviation. A p-value is defined as

probability that the excess is created based on statistical fluctuation even if the background-only hypothesis
is valid, and the p-value can be calculated as erfc(√q0)/2. Here, the factor 1/2 is necessary since without
the factor it represents the probability that either larger excess or deficit is observed.

Estimate of parameters and their uncertainties

Uncertainty of a parameter is also derived from the test statistic qµ. Here, a method for derivation of
uncertainties is explained using the signal strength µ as an example. As shown in Figure 9.1, a typical
curve of a likelihood as a function of µ(= −∆ ln(L)) has an approximately parabolic shape. The maximum
likelihood estimate of the parameter µ is defined as µ that minimizes qµ. The uncertainty of µ is defined as
the interval with which qµ gives the smaller value than 1/2.

Likelihood curves can be evaluated with full systematic uncertainties and with some nuisance parameters
of interest fixed at the best-fit values. The curve evaluated with fixed parameters always gives a smaller
width than the one with the full systematic uncertainties. Thus, a breakdown of contributions to the
total uncertainty of µ is defined as the difference in quadrature between the total uncertainty and the
uncertainty derived by fixing the relevant nuisance parameters at the best fit values. An example breakdown
of contributions to the total uncertainty into experimental and theoretical components is shown in Table
9.1.
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Figure 9.1: A typical curve of a log likelihood ratio (qµ = −∆ ln(L)) as a function of µ. The likelihood is minimized
with respect to the other parameters at each given value of µ. The fit is performed only with the 2-lepton regions, and
with the BDT distributions. Since the model is fitted to the Asimov dataset created with the S+B hypothesis, the NLL
gives the minimum at µ = 1. The dashed line indicates the y-value of 0.5 to show the 1 σ interval of µ.
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Table 9.1: Example of a breakdown of the contribution to the total uncertainty. The fit is performed only in the
2-lepton regions with the BDT distributions. Since the model is fitted to the Asimov dataset created with the signal
plus background hypothesis, the central value of µ is 1. The total uncertainty is computed from the likelihood scan
with all nuisance parameters included. The “data statistical” uncertainty is computed from the similar likelihood
scan with all nuisance parameters are fixed except floating normalization factors that are introduced in Section 9.2.1.
The “systematic” uncertainty is defined as

√
(total)2 − (data statistical)2. “Data statistical” is computed from the

likelihood scan with all nuisance parameters are fixed including the floating normalization factors. The other lines
are defined by quadratically subtracting the 1 σ intervals evaluated with relevant parameters fixed at the best fit
values from the total 1 σ interval.

POI Central Value
Signal strength µ 1
Source of uncertainty Impact on error
Total +0.187 / -0.172 ±0.179
Statistical +0.116 / -0.115 ±0.116
Systematic +0.146 / -0.128 ±0.137

Statistical uncertainties
Data statistical +0.109 / -0.107 ±0.108
tt̄ eµ control region +0.016 / -0.016 ±0.016
Floating normalizations +0.037 / -0.035 ±0.036

Experimental systematic uncertainties
Jets +0.050 / -0.040 ±0.045
Emiss
T +0.014 / -0.013 ±0.014

Leptons +0.004 / -0.003 ±0.004

b-tagging

b-jet +0.047 / -0.042 ±0.045
c-jet +0.038 / -0.033 ±0.036
light-jet +0.011 / -0.011 ±0.011
extrap +0.000 / -0.000 ±0.000

Pile-up +0.006 / -0.005 ±0.005
Luminosity +0.018 / -0.013 ±0.016

Theoretical and modelling systematic uncertainties
Signal +0.058 / -0.043 ±0.051

Z + jets +0.034 / -0.031 ±0.032
W + jets +0.039 / -0.036 ±0.037
tt̄ +0.021 / -0.020 ±0.020
single top quark +0.022 / -0.021 ±0.022
Diboson +0.041 / -0.037 ±0.039
Multi-jet +0.006 / -0.006 ±0.006
Luminosity +0.018 / -0.013 ±0.016

MC statistical +0.029 / -0.030 ±0.029
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Correlation of measurements

The parameters are constrained in the multi-dimensional space of the parameters since a likelihood is a
function of multiple parameters. To characterize the constraints, the behavior of the negative log likelihood
around the minimum is represented by Hessian:

Hi j =
∂2(− lnL)
∂θi∂θ j

. (9.6)

A covariance matrix is defined as the inverse matrix of Hessian [156]:

Covi j = (H−1)i j (9.7)

Note that the following identity is hold.

(H−1)i j =

∫
dθθiθ je−(− ln L0+Hi jθiθ j )∫

dθe−(− ln L0+Hi jθiθ j )
(9.8)

'

∫
dθθiθ jL({θ})∫

dθL({θ})
. (9.9)

In this sense, the covariance in the profiled likelihood fit has the same form as that in ordinary probability.
A correlation matrix is defined by normalizing the diagonal components of the covariance:

Cori j =
Covi j√

CoviiCovj j
. (9.10)

When a feature of data can be explained by several parameters, a correlation of the parameters usually
takes place.

9.2 Analysis specific configurations used in the VHbb analysis

9.2.1 Treatment of the dominant backgrounds

The dominant backgrounds, W + jets, Z + jets, and tt̄, have separate normalization factors implemented
as nuisance parameters without constraint terms. These normalization factors are separately assigned
to the 2-jet and (≥)3-jet categories. Thus, the analysis does not rely on theoretical predictions of the
cross-sections of these backgrounds.

Each lepton channel has multi-component backgrounds. Thus, a simultaneous fit across the channels and
the categories is needed to improve the estimation of backgrounds in the signal regions using the data in the
control regions as briefly discussed in Section 6.5. This improvement of estimation by other fitting regions
is referred to as extrapolation. The extrapolation needs associated systematic uncertainties, introduced in
Chapter 8, since the normalization factors can be different among the fitting regions.

The extrapolation of the dominant backgrounds happens as indicated in Figure 9.2. Since the leptonic
decay channel of the tt̄ background is very pure in the eµ control regions, the normalization factor of
this background can be obtained in that region. However, the analysis adopts a more advanced approach,
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directly using the data distributions in the eµ control regions as templates in the signal regions. This
method is detailed in Section 7.2.2. The semi-leptonic tt̄ is mainly constrained in the high-∆R-CRs of
the 1-lepton channel, and this is correlated in the signal regions of the 0- and 1-lepton channels. The
semi-leptonic tt̄ is correlated in the high-∆R-CRs of the 1-lepton channel and the signal regions of the 0-
and 1-lepton channels. Then, the background is mainly constrained in the high-∆R-CRs of the 1-lepton
channel. The Z + jets backgrounds are pure both in the high-∆R-CRs and the low-∆R-CRs of the 2-lepton
channel since the tt̄ background is modeled by the data-driven method and no systematic uncertainty
needs to be considered. The obtained normalization factors for the Z + jets background are extrapolated
to the signal regions of the 0- and 2-lepton channels. The W + jets backgrounds are constrained in the
low-∆R-CRs of the 1-lepton channel. Then the constraints are extrapolated to the signal regions of the 0-
and 1-lepton channels.
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Figure 9.2: Schematic diagram of extrapolation of knowledge on the backgrounds. The arrows indicate the
extrapolation of the constraints on the normalization and the shapes of the backgrounds. The blue, green, and yellow
arrows explain the extrapolation of Z + jets, W + jets, and tt̄ as indicated in the figure. The 1-, 0- and 2-lepton regions
are shown in the top, middle and bottom rows. Note that the eµ control regions are actually not fitted, but the data
events are directly used to construct templates in the 2-lepton regions as discussed in Sections 7.2.2 and 9.2.2.
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The systematic uncertainties on the shapes of mbb̄ and so on are also considered to describe residual
differences between the simulations and the data. All the systematic uncertainties explained in Chapter 8
are implemented as nuisance parameters with constraint terms. These nuisance parameters are constrained
in one fitting region and extrapolated to other regions if it gives a reasonable description of the data.

9.2.2 Configurations relevant to the data-driven estimation of the t t̄ background

Uncertainties on the data-driven estimation of the tt̄ background (Section 7.2.2) have only two components.
The first dominant component is statistical uncertainty in each bin. The second one is an overall extrapolation
factor associated with the extrapolation from the eµ control regions to the signal regions. This is much
smaller than the statistical one.

The extrapolation uncertainty is implemented with nuisance parameters separately in the 2-jet and ≥3-jet
regions with the sizes derived in Section 7.2.2.

The statistical uncertainties are implemented by setting the independent nuisance parameters (γ) introduced
in Eq. 9.4, for all the bins. The shape of the constraint term of γ for a bin where the data-driven template
has one event is plotted in Figure 9.3.

The statistical uncertainties are also assigned to bins without the entry of the data-driven template according
to the following argument. When N events are observed, the likelihood function for λ that is the predicted
yield of an underlying model is given by Poisson probability

F(N |λ) =
λN

N!
e−λ. (9.11)
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Figure 9.3: Curve of the negative log-likelihood as a function of a statistical nuisance parameter (γ) in a bin where
the data-driven template has one event. The likelihood is not minimized at each given value of γ. The dashed line
indicates the y-value of 0.5. The curve is driven by the constraint term of the γ parameter with an additional small
contribution to the total likelihood from the bin with one event.
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When no event is observed in the template, the expected yield λ and its constraint should be

L(λ) = F(0|λ) = e−λ. (9.12)

To approximate this likelihood in the RooFit framework, the nuisance parameter γ (Section 9.1.1) is used
with a special configuration. The nominal yield of the bin is set to ε . Thus, the PDF gives the yield γε in
that bin. In the constraint term of γ (Eq.9.4), τ is substituted with ε , then ε is set to a small number. The
mathematical foundation of this operation is based on the following equation:

f (γ; ε) = (εγ)ε e−εγ → e−εγ (as ε → 0, εγ is fixed). (9.13)

This shows that f (γ; ε) approximates Eq.9.12 for the case of 0 observed events.

The right plot of Figure 9.4 shows the shape of − ln f (γ; ε) (ε = 0.001). Since the yield of the PDF is γε ,
λ = γε = 0.001γ. Thus, the curve approximates Eq.9.12.

9.2.3 Truth categorization and unfolding

As briefly introduced in Section 6.1, the cross-sections in the theoretically well-defined phase spaces are
measured using reconstructed variables. Aspects of the statistical analysis are explained in this section
starting with a reminder of Section 6.1.

In the differential cross-section measurement, a cross-section in a physically well-defined phase space
(fiducial volume) is extracted. Those phase spaces are defined using variables that theoretical calculations
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Figure 9.4: Left: Likelihood function for the predicted yield λ when 0 events are observed. λ = 0.5 gives the
likelihood value of e−1/2, which means = ∆ ln(L) = 0.5, while λ = 1.14 gives 68.27% confidence interval. Right:
Curve of the negative log-likelihood as a function of a statistical nuisance parameter (γ) in a bin where the data-driven
template has no event and the small dummy yield εγ (ε = 0.001) is assigned. The likelihood is not minimized at
each given value of γ. The dashed line indicates the y-value of 0.5. Since the template with εγ events has a small
contribution to the total likelihood, the curve is mainly driven by the constraint term of the γ parameter. The curve
intersects with the dashed line at γ ∼ 500, which means εγ ∼ 0.5, thus it gives a correct 1 σ interval.
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rely on in physics simulations. Such theoretically well-defined variables are called truth variable, and
categorization based on the truth variables is called truth categorization. In the analysis presented in this
thesis, the binning with the pV,truthT for WH and ZH is an example application of the truth categorization.

In the estimation of a signal in categories based on reconstructed quantities (reconstructed categories),
detector effects are folded. A reconstructed category can contain signal events that are not in the
corresponding truth category. This event migration is caused by detector effects such as resolution or
identification efficiency of leptons, jets, and so on. The estimation of the signal in the reconstructed
category is dependent on the performance of detectors, thus it is not theoretically well-defined.

To extract cross-sections in fiducial volumes, the simulated signal events are classified with truth variables,
and truth categories are defined. In the construction of the likelihood function, independent normalization
parameters µ are assigned to the truth categories. Thus, information on the truth-reconstructed migration
is encoded in the likelihood. µ are estimated by maximizing the likelihood.

The acceptance of the analysis is not the same as the fiducial volume for which the cross-section is measured.
In order to measure the cross-section for the fiducial volume using events in the analysis phase space, it is
necessary to consider the acceptance uncertainties which are explained in Section 8.2.2.

This process for measuring quantities defined for truth categories or fiducial volumes using reconstructed
categories is often called unfolding.

9.2.4 Blind of the signal

We employed blind analysis following the procedures:

• Data points are not plotted in bins where the high S/N is predicted by the simulations.

• The normalization factors of the signals are fixed at the prediction of the Standard Model.

• Optimization is done with blinding both the VH and V Z processes. Thus, analysis strategies are
optimized to maximize the expected sensitivity.

• Once all the needed systematic uncertainties are implemented and fits show reasonable behaviors,
the V Z signal is unblinded and the signal strength µVZ is fitted.

• Finally, the VH signal is unblinded.

After unblinding the V Z signal, additional uncertainties for Z + jets and W + jets are added to account
for the migration between the signal regions and the high-∆R-CRs; the signal regions and low-∆R-CRs.
This is because significant tensions between these regions are found for the normalization factors of
these backgrounds, and it is concluded that the impact of these tensions on the measurement can not be
neglected.
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10 Results

The results of the performed measurements are presented in this chapter. The measurement of the signal
strengths for the VH signal are shown in Section 10.1. The analysis validations exploiting the diboson
processes and the mbb̄ distributions are shown in Section 10.2. The measurement of the differential
cross-section of the VH production times the branching ratio of the H → bb̄ decay as a function of pVT is
presented in Section 10.3.

10.1 Signal strength measurement of the VH signal

The unblinded distributions of BDTVH after fitting are shown in Figure 10.1. The unblinded distributions
in the other signal regions after fitting are shown in Appendix I.1 (Figures I.1 and I.2).

The unblinded results of the signal strength (µ) measurement from the simultaneous fit with two µs for WH
and ZH, and the combined fit with single-µ for VH are shown in Figure 10.2. The measurements exclude
the background-only hypothesis with observed (expected) significance of 4.0 (4.1) and 5.3 (5.1) standard
deviations for the WH and ZH signals. The significance of the excess under various signal hypotheses is
shown in Table 10.1. The fitted µ of the WH and ZH signals are

µbbWH = 0.95+0.27
−0.25 = 0.95+0.18

−0.18(stat.)
+0.19
−0.18(syst.),

µbbZH = 1.08+0.25
−0.23 = 1.08+0.17

−0.17(stat.)
+0.18
−0.15(syst.),

and the µ for the combined VH signal is

µbbVH = 1.02+0.18
−0.17 = 1.02+0.12

−0.11(stat.)
+0.14
−0.13(syst.).

The µ in the 0-, 1-, and 2-lepton channels are shown in Figure 10.3. As shown in the plot, the the 0-,
1-, and 2-lepton channels have similar sensitivity. The dependence of µ on pVT and the number of jets is
also studied in each lepton channel. All the measurements are consistent within their uncertainties. A
compatibility test is performed based on the method in Appendix H to estimate quantitative consistency
among the categories (number-of-jets, pVT ) and the consistency of the measurements with the Standard

Table 10.1: Summary of the significance of the excess by the VH signal hypotheses from the background-only
hypothesis.

Signal hypothesis Expected significance Observed significance
VH 6.7 6.7
WH 4.1 4.0
ZH 5.1 5.3
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Figure 10.1: The distributions of the BDTVH scores in the categories with 2 jets and 150 ≤ pVT < 250 GeV,
pVT ≥ 250 GeV of the 0-,1- and 2-lepton channels. The stacked histograms show the prediction after the fitting. The
red unstacked and unfilled histograms show the VH signals with the scale factors indicated in the legend. The lower
panels show the ratio of the data and the prediction of the signals and the backgrounds. The hatched bands in the
lower and upper panels show the total uncertainty that includes both the statistical and systematic uncertainties.
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Model (SM) prediction. The results of the compatibility test are 71-99%. Detailed results are presented in
Appendix I.1.

The breakdown of the contributions to the uncertainty on the signal strength µ is shown in Table 10.2.
These numbers are defined with the method introduced in Section 9.1.3, i.e. by taking the differences in
quadrature between the total 1σ width of µ and a 1σ that is derived by fixing the considered nuisance
parameters to their best-fit values. For both WH and ZH, the systematic and statistical uncertainties are of
similar size. Important sources of the systematic uncertainty are related to the calibration of jets, Emiss

T ,
flavor tagging, and the signal and background modeling. These are understood as following.

Experimental uncertainties: The uncertainties relevant to the calibration of jets and b-tagging are large
for both WH and ZH. The systematic uncertainty of the jet energy calibration is relevant because the
calibration affects the reconstructed distribution of kinematic variables such as mbb̄ and BDTVH . The
systematic uncertainties on the efficiency of the b-tagging and the Emiss

T reconstruction are relevant because
these uncertainties directly affect the efficiency and the acceptance. The uncertainties on the mis-b-tagging
rate for c-jets has a significant contribution since the 1-lepton channel much relied on the rejection of c-jets
in the BDT discriminant.

Theoretical uncertainties: The uncertainty on W + jets and Z + jets have a large contribution to WH
and ZH, respectively, because these are the main backgrounds for these signals. The uncertainty on the tt̄
production is much reduced in ZH compared to WH due to the data-driven technique developed in Section
7.2.2 and 9.2.2. The signal uncertainty is much larger for ZH than WH since the ZH includes gg → ZH
modeled with calculation with the leading order accuracy. Contributions per nuisance parameter are shown
in Appendix J with an evaluation method.

10.2 Cross-check and validation

10.2.1 Validation with the WZ and ZZ processes

The background estimation is validated by performing the analysis that considers the diboson processes as
the signals as explained in Section 6.7. This analysis uses a multivariate discriminant, BDTVZ , instead of
BDTVH for the main analysis that measures the Higgs signals. The unblinded distributions of BDTVZ

after fitting are shown in Figure 10.4. The unblinded distributions of BDTVZ in the other signal regions
after fitting are shown in Appendix I.3 (Figures I.8 and I.9). As shown in these figures, the simulation
provides a reasonable description of the data, and the excess can be confirmed in the high BDTVZ bins.

As shown in Figure 10.5, the fitted values of the signal strength for W Z and Z Z are

µbbWZ = 0.68+0.26
−0.24 = 0.68+0.15

−0.15(stat.)
+0.21
−0.19(syst.),

µbbZZ = 1.00+0.18
−0.15 = 1.00+0.08

−0.08(stat.)
+0.16
−0.13(syst.),

and the one for the combined V Z signal is

µbbVZ = 0.93+0.15
−0.14 = 0.93+0.07

−0.06(stat.)
+0.14
−0.12(syst.).
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Table 10.2: Uncertainties of the signal strength measurement for WH, ZH, and combined VH, and their breakdown
of the contributions to the uncertainty. The total uncertainty is defined as the 1σ width of the signal strength. The
components are defined as the differences in quadrature between the total uncertainty and the uncertainties derived
by fixing the considered nuisance parameters to their best-fit values.

Source of uncertainty Size of impacts
VH WH ZH

Total 0.177 0.260 0.240
Statistical 0.115 0.182 0.171
Systematic 0.134 0.186 0.168
Statistical uncertainties
Data statistical 0.108 0.171 0.157
tt̄ eµ control region 0.014 0.003 0.026
Floating normalisations 0.034 0.061 0.045
Experimental uncertainties
Jets 0.043 0.050 0.057
Emiss
T 0.015 0.045 0.013

Leptons 0.004 0.015 0.005

b-tagging
b-jets 0.045 0.025 0.064
c-jets 0.035 0.068 0.010
light-flavour jets 0.009 0.004 0.014

Pile-up 0.003 0.002 0.007
Luminosity 0.016 0.016 0.016
Theoretical and modelling uncertainties
Signal 0.052 0.048 0.072

Z + jets 0.032 0.013 0.059
W + jets 0.040 0.079 0.009
tt 0.021 0.046 0.029
Single top quark 0.019 0.048 0.015
Diboson 0.033 0.033 0.039
Multi-jet 0.005 0.017 0.005

MC statistical 0.031 0.055 0.038
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Figure 10.4: Distributions of the BDTVZ scores for the prediction and the data in the categories with 2 jets and
150 ≤ pVT < 250 GeV, pVT ≥ 250 GeV of the 0-,1- and 2-lepton channels. The stacked histograms show the prediction
after the fitting. The gray unstacked and unfilled histograms show the diboson signals with the scale factors indicated
in the legend. The lower panels show the ratio of the data and the prediction of the signals and the backgrounds.
The hatched bands in the lower and upper panels show the total uncertainty that includes both the statistical and
systematic uncertainties.
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The fitted µ for Z Z agrees with the prediction of the SM well. On the other hand, the fitted µ for W Z is
slightly lower than the SM. However, the compatibility of the SM hypothesis with the data is 48%, and this
shift is not statistically significant. It is concluded that the background modeling and the simultaneous fit
work correctly.

Detailed results are presented in Appendix I.3

10.2.2 Cross-check: dijet mass analysis

As explained in Section 6.7, in order to cross-check the results of the VH signal with the BDTs (Section
10.1), the unblinded distributions of mbb̄ after fitting are shown in Figure 10.6. The distributions of the
other categories after fitting are shown in Appendix I.2 (Figures I.4 and I.5).

The measurements exclude the background-only hypothesis with the observed (expected) significance
of 5.5 (4.9) standard deviations for the VH signal. The significance of the excess under various signal
hypotheses is shown in Table 10.3. The fitted value of the signal strength µ is

µbbVH = 1.17+0.25
−0.23 = 1.17+0.16

−0.16(stat.)
+0.19
−0.16(syst.).

The results of the signal strength from the MVA-based analysis and the mbb̄-based analysis are compared
in Figure 10.7, and we concluded that all the measurements show reasonable consistency, which in turn
means the BDT discriminants are reliable.

Detailed results are presented in Appendix I.2.

10.3 Cross-section measurements

As discussed in Sections 6.1 and 8.2.2, the measurement of the cross-sections is performed by fitting without
the theoretical uncertainties on the signal cross-sections that are measured. The residual uncertainties on
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Figure 10.5: Observed signal strengths µbbVZ of the diboson processes, W Z , Z Z , and the combination, V Z . The µbbVZ
values for W Z and Z Z are obtained from the simultaneous fit with the individual signal strengths for these signals.
The combined µbbVZ are obtained from the fit with single signal strength for two signals.
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Figure 10.6: Distributions of the mbb̄ in the categories with 2 jets and 150 ≤ pVT < 250 GeV, pVT ≥ 250 GeV of the
0-,1- and 2-lepton channels. The stacked histograms show the prediction after the fitting. The red unstacked and
unfilled histograms show the VH signals with the scale factors indicated in the legend. The lower panels show the
ratio of the data and the prediction of the signals and the backgrounds. The hatched bands in the lower and upper
panels show the total uncertainty that includes both the statistical and systematic uncertainties.
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Table 10.3: Summary of the significance of the excess in the dijet mass distributions by the VH signal hypotheses
from the background-only hypothesis.

Signal hypothesis Expected significance Observed significance
0 lepton 3.3 3.5
1 lepton 2.7 3.4
2 leptons 2.9 3.5
Combined 4.9 5.5
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bb
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Comb., MVA

Comb., DMA
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Figure 10.7: Comparison of the measured signal strengths from the MVA-based analysis (MVA) and the dijet mass
analyses (DMA) the 0-, 1-, and 2-lepton channels. The individual µbbVH values are obtained from the simultaneous
fits with the individual signal strengths for the indicated categories. The combined µbbVH is obtained from the fit with
the single signal strength for the signals in all the categories.

the signal modeling are kept to describe either internal shape uncertainties in bins where the measurement
are performed or the acceptance uncertainties. As discussed in Section 6.1, the measurements in the 14
signal regions are unfolded to the cross-sections in 5 bins: 150 ≤ pVT < 250 GeV and pVT ≥ 250 GeV for
the WH signal, and 75 ≤ pVT < 150 GeV, 150 ≤ pVT < 250 GeV and pVT ≥ 250 GeV for the ZH signal.
Note that, for ZH, the cross-section of qq→ ZH plus gg → ZH are measured since these two signals can
not be separated with the current statistics. The uncertainty on the fraction of the qq and gg components
are included by the method described in Section 8.2.2 and Appendix F. All the bins are restricted to the
phase spaces with the rapidity of Higgs less than 2.5: |yHiggs | < 2.5.

The measured cross-sections are shown in Figure 10.8 and Table 10.4. All the results show agreement with
the Standard Model predictions within their uncertainties. The relative uncertainty on the cross-section is
about 85% in the lowest pVT bin and about 30% in the higher pVT bins. The correlations of the measurements
in the bins are derived as explained in Section 9.1.3 and shown in Appendix I.4 (Figure I.11).

The breakdown of the contributions to the relative uncertainties on the signal cross-sections in the measured
bins are shown in Appendix I.4 (Tables I.5 and I.6).
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Figure 10.8: Measured cross sections of the VH production (σ) times the branching ratio of the V → leptons and
H → bb̄ decays (B). The σ × B values are unfolded to the indicated bins. The top plot shows the σ × B normalized
to the Standard Model predictions. The bottom one shows the absolute values of σ × B.
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Table 10.4: Standard Model predictions and the measured differential cross-sections of the VH production (σ) times
the branching ratio of V → leptons and H → bb̄ decays (B) in the fiducial phase spaces. The uncertainty on σ × B
and the breakdown into the statistical and systematic sources. The systematic uncertainty is further broken down into
the theoretical uncertainties on the signal and background modeling, and the experimental ones.

STXS region SM prediction Result Stat. unc. Syst. unc. [fb]
Process pV , truth

T interval [fb] [fb] [fb] Th. sig. Th. bkg. Exp.

W(`ν)H 150–250 GeV 24.0 ± 1.1 19.0 ± 12.1 ± 7.7 ± 0.9 ± 5.5 ± 6.0
W(`ν)H > 250 GeV 7.1 ± 0.3 7.2 ± 2.2 ± 1.9 ± 0.4 ± 0.8 ± 0.7

Z(``/νν)H 75–150 GeV 50.6 ± 4.1 42.5 ± 35.9 ± 25.3 ± 5.6 ± 17.2 ± 19.7
Z(``/νν)H 150–250 GeV 18.8 ± 2.4 20.5 ± 6.2 ± 5.0 ± 2.3 ± 2.4 ± 2.3
Z(``/νν)H >250 GeV 4.9 ± 0.5 5.4 ± 1.7 ± 1.5 ± 0.5 ± 0.5 ± 0.3
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11 Discussions

The interpretations of the results are discussed in this chapter. The result of the differential production
cross-section of VH times the branching ratio as a function of pVT is interpreted using the Standard Model
Effective Field Theory framework in Section 11.1. A new method for testing the CP-property of the
ZH production using the decay angle of Z → `+`− is proposed in Section 11.2. The Higgs coupling
measurement is performed combining the VH, H → bb̄ analysis (this thesis) with other analysis channels,
and its interpretation is presented in Section 11.3.

11.1 Differential cross-section as a function of pVT

As described in Sections 2.4 and 6.1, the differential cross-section is interpreted using the Standard Model
Effective Field Theory (SMEFT) framework.

The form of the SMEFT Lagrangian is written as:

L = LSM +
1
Λ

∑
k

C(5)
k

Q(5)
k
+

1
Λ2

∑
k

C(6)
k

Q(6)
k
+ O

(
1
Λ3

)
, (11.1)

where Q(d)
k

are field operators with dimension-d and C(d)
k

are dimensionless Wilson coefficients of the
dimension-d operators. Λ is the energy scale of BSM, and it is set to 1 TeV in the analysis. In this
formalism, a theory is determined by specifying the Wilson coefficients. A set of operators (basis) could
be defined in several ways. The Warsaw basis [26] is adopted in this thesis.

By imposing the gauge symmetry of the Standard Model (SU(3)C × SU(2)L ×U(1)Y), there is only one
allowed dimension-5 term with the form:

Qνν = εjkεmnϕ
jϕm(lkp)

TClnr ≡ (ϕ̃
†lp)TC(ϕ̃†lr ), (11.2)

where lp and lr are the left handed spinors of leptons, and C is the charge conjugation operator. j, k,
m, and n are the indices for the components of the SU(2)L doublets. This operator is referred to as the
Majorana mass term and violates the lepton number. Similarly, the dimension 7 operators [157] violate the
B − L. These interactions are not considered in this analysis because other experiments strongly constrain
these dimension-5 or 7 operators by searches for the signature with the lepton or B − L violation [33, 158].
In addition, dimension-8 interactions are suppressed by a factor of 1/Λ4. Therefore, the dimension-6
extension to the Standard Model Lagrangian is focused on in this study.

The total number of theoretically allowed dimension-6 terms is 2499. By imposing the gauge symmetry
of the Standard Model and the baryon number conservation reduces the number to 59. The operators
are presented in Ref. [26] and shown in Tables K.2 and K.3. There are 13 operators relevant to the
VH production (6 for both WH and ZH, and 7 for only ZH). The Yukawa coupling is modified by the
dimension-6 term, cdHQdH/Λ

2. These relevant operators are summarized in Table 11.1.
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Table 11.1: Dimension-6 operators and their Wilson coefficients relevant to the associated production VH and the
H → bb̄ decay.

Wilson coefficients Field operators Affected processes
cHWB ϕ†τiϕW i

µνBµν ZH
cHW ϕ†ϕW i

µνW iµν WH, ZH

c(3)Hq (ϕ†i
←→
D i

µϕ)(q̄pτ
iγµqr ) WH, ZH

c(1)Hq (ϕ†i
←→
D µϕ)(q̄pγ

µqr ) ZH

c(1)
ll

(l̄pγµlr )(l̄sγµlt ) WH, ZH

c(3)
Hl

(ϕ†i
←→
D i

µϕ)(l̄pτ
iγµlr ) WH, ZH

c(1)
Hl

(ϕ†i
←→
D µϕ)(l̄pγµlr ) ZH

cHDD (ϕ†Dµϕ)∗(ϕ†Dµϕ) WH, ZH
cHu (ϕ†i

←→
D µϕ)(ūpγ

µur ) ZH
cHd (ϕ†i

←→
D µϕ)(d̄pγ

µdr ) ZH
cH� (ϕ†ϕ)�(ϕ†ϕ) WH, ZH
cHB ϕ†ϕBµνBµν ZH
cHe (ϕ†i

←→
D µϕ)(ēpγµer ) ZH

cdH (ϕ†ϕ)(q̄pdrϕ) H → bb̄

q

q̄

H

V

q

q̄

H

V

c(3)Hq

Figure 11.1: The Feynman diagrams for the associated production of a Higgs boson with a weak boson caused by
the Standard Model interaction (left) and a BSM effect (right). The Wilson coefficient, c(3)Hq , is shown as an example.

Feynman diagrams of the VH production with the Standard Model interaction and an example with a
dimension-6 interaction c(3)Hq is shown in Figure 11.1. The Feynman rules for the VVH vertices in the SM
are derived as:

W±, µ

W±, ν h

= 2i
m2
W

3
gµν,

Z, µ

Z, ν h

= 2i
m2

Z

3
gµν, (11.3)

where µ and ν are the indices for the polarization of the vector bosons.

The scattering amplitude in the SM is expressed by:

MSM =
2m2

Z

3
gµν

−igνρ
p2 − m2

Z

JZ
ρ ε
∗
µ, (11.4)
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where JVµ is the femionic current for Z 1. The Feynman rule for the Wilson coefficient, c(3)Hq, is expressed
as:

Wa, µ h

= −
4i3c(3)Hq

Λ2 Jaµ
L , (11.5)

where Jaµ
L (a = 1, 2, 3) is the left-handed fermionic current. The scattering amplitude of qq→ ZH caused

by this interaction is:

M
c
(3)
Hq

= −
43c(3)Hq

Λ2 cos θW ε∗µJ3µ
L . (11.6)

The amplitude caused by the BSM vertex is not suppressed by the propagator of the weak boson, and the
polarization of the vector boson is longitudinal for both the SM and the BSM interactions. Thus, the BSM
enhances events in the high pVT phase space compared to the Standard Model prediction, as it is expected
in the dimensional analysis presented in Section 6.1. Thus, the cross-section measurement in high pVT is
sensitive to these Wilson coefficients.

Distributions of pVT with the Standard Model interaction and some of BSM interactions are shown in Figure
11.2, where the event yields are affected by the BSM interactions in the high pVT phase space.

11.1.1 EFT parametrization of differential cross-section of the VH production

The cross-sections in the two pVT bins of the WH production and the three bins of the ZH production are
parametrized as functions of the Wilson coefficients. Then, the likelihood as a function of the cross-sections
is reparametrized in terms of the Wilson coefficients.

The general cross-section is expressed as

σ = σSM + σint + σdim-6, (11.7)

where σint and σdim-6 are the terms in the cross-section for the interference and the BSM that are defined
as:

σint/σSM =(M
∗
intMSM +MintM

∗
SM)/|MSM |

2 = 2Re(M∗intMSM)/|MSM |
2, (11.8)

σdim-6/σSM = |Mdim-6 |
2/|MSM |

2. (11.9)

As shown in these equations, the interference terms are linear in theWilson coefficients, and the dimension-6
terms are quadratic in the Wilson coefficients. Thus, these terms are parametrized in terms of the Wilson
coefficients as

σint/σSM = Aici, (11.10)
σdim-6/σSM = Bi jcicj . (11.11)

1 JW+µ =
1√
2
(ν̄Lγ

µeL + ūLγµdL), JW−µ =
1√
2

(
ēLγµνL + d̄LγµuL

)
,

JZµ =
1

cos θW

[
ν̄Lγ

µ
(

1
2

)
νL + ēLγµ

(
− 1

2 + sin2 θW
)

eL + ēRγµ
(
sin2 θW

)
eR

+ūLγµ
(

1
2 −

2
3 sin2 θW

)
uL + ūRγµ

(
− 2

3 sin2 θW
)

uR + d̄Lγµ
(
− 1

2 +
1
3 sin2 θW

)
dL + d̄Rγµ

(
1
3 sin2 θW

)
dR

]
.
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Figure 11.2: Distributions of truth pVT for each Wilson coefficient for the qq→ ZH process. The distributions are
computed with the SMEFTsim package [51] at the LO accuracy utilizing Madgraph 5+Pythia 8 [159, 160]. These
distributions are normalized using the cross-section of qq→ ZH times the branching ratios of Z → `` and H → bb̄
computed in the NNLO (QCD) and NLO (EW) prediction. The luminosity used to normalize the distributions is
1 fb−1. A cut |yHiggs,truth | < 2.5 is applied.

Extraction of the parametrization is performed with generated events by the Standard Model terms and
the dimension-6 terms. To extract the parameters Ai in Eq. 11.10, N samples are prepared for N Wilson
coefficients considering only the interference terms in the cross-section. To extract the parameters Bi j in
Eq. 11.11, N(N + 1)/2 samples are separately prepared for the combinations of two Wilson coefficients
from N coefficients including pairs of same operators cici. Bi j are extracted by considering only the
terms caused by the dimension-6 terms, σdim-6. The events are generated with the SMEFTsim package
[51], which internally uses Madgraph 5 for the computation of the matrix elements and Pythia 8 for
showering. These calculations are all done at the leading order, and only the ratio to the Standard Model
prediction is used. Examples of the derived parameters Ai and Bi j are shown in Table 11.2 and Figure
11.3 for Wilson coefficients, c(3)Hq and cHW . The derived parametrization of the cross-sections for the
WH and ZH productions for all the relevant operators are summarized in Appendix K (Tables K.4-K.8).
gg → ZH is modified by dimension-8 terms, thus this process is fixed to the Standard Model prediction in
the analysis.

11.1.2 EFT parametrization of the branching ratio of the H → bb̄ decay

The branching fraction of the H → bb̄ decay has the form BRH→bb̄ = ΓH→bb̄/Γtotal, where ΓH→bb̄ is the
partial decay width and Γtotal is the total width of the Higgs boson. Both of the widths are also affected
by the dimension-6 terms in the Lagrangian and can be expressed as quadratic functions of the Wilson
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Figure 11.3: Ratio of the cross-sections of the qq → ZH production for Wilson coefficients, c(3)Hq and cHW , to
predictions of the Standard Model.

Table 11.2: Parametrization of the production cross-sections of qq → WH and qq → ZH in the pVT bins as a
function of considered Wilson coefficients c(3)Hq .

Bins Cross-sections

qq→ WH, 150 ≤ pVT < 250 GeV σ/σSM = 1 + 3.83 c(3)Hq + 4.28
(
c(3)Hq

)2

qq→ WH, pVT ≥ 250 GeV σ/σSM = 1 + 10.8 c(3)Hq + 53.1
(
c(3)Hq

)2

qq→ ZH, 75 ≤ pVT < 150 GeV σ/σSM = 1 + 1.8 c(3)Hq + 1.04
(
c(3)Hq

)2

qq→ ZH, 150 ≤ pVT < 250 GeV σ/σSM = 1 + 3.55 c(3)Hq + 4.14
(
c(3)Hq

)2

qq→ ZH, pVT ≥ 250 GeV σ/σSM = 1 + 9.19 c(3)Hq + 41.5
(
c(3)Hq

)2

coefficients. Thus, the parametrization of the branching ratio is expressed as:

BRH→bb̄

BRH→bb̄
SM

=
ΓH→bb̄/ΓH→bb̄

SM

Γtotal/ΓtotalSM
=

1 + AH→bb̄
i ci + BH→bb̄

i j cicj

1 + Atotal
i ci + Btotal

i j cicj
, (11.12)

The total and partial widths of the Higgs boson are computed with Madgraph 5 for the decay channels
shown in Appendix K (Table 11.3). The dependence of these widths on an example coefficient, cdH , is
shown in Table 11.4. The derived parametrization of the total and partial widths of the Higgs boson in
terms of all the Wilson coefficients are shown in Table K.9. These modifications are uniformly applied in
all the pVT bins.

11.1.3 Constraints on the Wilson coefficients

The cross-section times the branching ratio in each bin is parametrized in terms of the Wilson coefficients ci .
after determination of the parameters Aprod

i , Bprod
i j , AH→bb̄

i , BH→bb̄
i j , Atotal

i , and Btotal
i j . Thus, the likelihood

is also redefined as a function of the Wilson coefficients.
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Table 11.3: Decay channels of the Higgs boson considered in the computation of the total decay width.

Categories Decay mode

Fermionic decays H → bb, cc, ss, ττ, µµ, e+e−

Loop induced decay H → γγ, gg, Zγ

Bosonic decays H → 4 j, 4`, 4ν, 2 j2`, 2 j2ν, 2 j`ν, 2ν2`

Table 11.4: Parametrization of the total decay width of the Higgs boson and the partial decay width of H → bb̄ with
the Wilson coefficient |cdH |.

Decay channel Decay width

H → bb̄ ΓH→bb̄/ΓH→bb̄
SM = 1 − 0.121 |cdH | + 0.00367 (|cdH |)2

H → all Γtotal/ΓtotalSM = 1 − 0.0852 |cdH | + 0.00258 (|cdH |)2

1-dimensional limits on the Wilson coefficients

The dependence of the negative-log-likelihood (− log(L/Lmax)) on the Wilson coefficients is studied.
Examples of the negative-log-likelihood as functions of single Wilson coefficients are shown in Figure
11.4. The limits on the Wilson coefficients are set based on the scanned values of the likelihood.

A summary of allowed intervals is shown in Figure 11.5 for Wilson coefficients on which the analysis sets
constraints smaller than unity. The results for all the tested Wilson coefficients are shown in Appendix L.
The coefficient constrained most strongly is c(3)Hq , which modifies the VH cross-section with the Feynman
diagram in Figure 11.1. The limit is −0.047 < c(3)Hq < 0.044 at 95% confidence level. This type of
deformation should be introduced by the Heavy Vector Triplets (HVT) or Minimal Composite Higgs model
as described in Section 2.4. The coefficient c(3)Hq is related to parameters in the HVT model:

c(3)Hq = −
Λ2

m2
V

g2cHcF = −
Λ2

m2
V

· 4gHgq . (11.13)

The limit on c(3)Hq can be interpreted in the HVT model including heavy resonances with the mass mV as:

- mV = 7 TeV: −2.16 < g2cHcF = 4gHgq < 2.30,

- mV = 2 TeV: −0.176 < g2cHcF = 4gHgq < 0.188,

- mV = 1 TeV: −0.044 < g2cHcF = 4gHgq < 0.047.

If we assume cH = −g2/g2
V , cF = 1, and gV = 1 (Model A in Refs. [23, 52, 53]), the limit on mV is derived

as:
mV >

Λg2
√

0.047
'
(1 TeV) × (0.654)2

√
0.047

= 1.97 TeV (95% CL). (11.14)

If we assume cH = cF = 1 and gV = 3 (Model B in Refs. [23, 52, 53]), the limit on mV is derived as:

mV >
Λg
√

0.047
'
(1 TeV) × (0.654)
√

0.047
= 3.02 TeV (95% CL). (11.15)
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These are slightly weaker limits than the limits from direct searches, which report 3-5 TeV [52, 53].
Therefore, the indirect search with the VH production is thought be useful for scenarios with a larger mass
and a strong coupling.

The Wilson coefficient cHu introduces a similar diagram to c(3)Hq, and cHu is also constrained. cHu is less
constrained than one by c(3)Hq because cHu modifies interaction of the right handed-quarks and only the ZH
channel is sensitive to this operator. Other constrained Wilson coefficients are cHW and cHWB. These
coefficients modify the VVH vertices and affect the VH cross-section. These operators create transversely
polarized vector bosons whereas c(3)Hq creates longitudinally polarized bosons. Thus, the enhancement of
the VH cross-section in high pT by cHW and cHWB is milder than c(3)Hq 2. The Wilson coefficient cdH is
also shown in Figure 11.5 since this operator modifies the H → bb̄ width.

2-dimensional limits are also derived by scanning the likelihood in the 2-dimensional plane of Wilson
coefficients with the other coefficients set to 0. The results are shown in Appendix L.

2 The longitudinal component of a vector boson behaves like EV /mV under Lorentz boost whereas the transverse components
remain O(1)
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Figure 11.4: Examples of the negative-log-likelihood as a function of the indicated Wilson coefficients. The solid
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11.2 Differential cross-section as a function of the decay angle of Z → `+`−

As introduced in Section 2.5.2, CP-odd interaction of the 125 GeV Higgs boson and the vector boson can
be generated by BSM [27, 28].

11.2.1 Methodologies

CP-odd terms in the Effective Field Theory

The CP-odd bosonic operators in the effective Lagrangian are QHW̃ , QHB̃ and QHW̃B, which are
summarized in Table 11.5. In those operators, the anti-symmetric tensors are defined as:

W i
µν = ∂µW i

ν − ∂νW i
µ − gε

i jkW j
µWk

ν , W̃ i
µν = εµναβWa

αβ, (11.16)

Bµν = ∂µBν − ∂νBµ, B̃µν = εµναβBαβ . (11.17)

For the fermionic operators, combinations of the form Q −Q† are CP-odd, but they are not relevant to this
analysis.

Observable sensitive to CP-odd interactions

The distribution of pVT with the CP-odd operators are shown in Figure 11.6. The CP-odd BSM interactions
modify the pVT spectrum as well as the CP-even interactions.

The differential cross-section as a function of pVT can be modified by many BSM interactions. The CP-odd
operators in Eqs. 11.16 and 11.17 can also be constrained by the measurement of the pVT spectrum. However,
if a deviation of the pVT spectrum from the SM prediction is observed, the deviation may be caused by the
CP-even interactions discussed in Section 11.1. Here, we construct an observable that is zero when the
ZH process is purely CP-even but non-zero when the CP-odd Wilson coefficient cHW̃ contributes to the
ZH process (CP observable) though the similar argument in [161]. The amplitude of the ZH process is
transformed by the CP transformation as:

MZH
SM

CP
−−→MZH

SM , (11.18)

MZH
CP-odd

CP
−−→ −MZH

CP-odd, (11.19)

where MZH
SM and MZH

CP-odd are the amplitudes by the SM and a CP-odd interaction, respectively. The
probabilities are computed from��MZH

��2 = ��MZH
SM

��2 + 2Re
[
MZH

(
MZH

CP-odd

)∗]
+

��MZH
CP-odd

��2 . (11.20)

Table 11.5: CP-odd dimension-6 operators and their Wilson coefficients relevant to the associated production VH.
Wilson coefficients Field operators Affected processes

cHW̃B QHW̃B = ϕ
†τiϕW̃ i

µνBµν ZH
cHW̃ QHW̃ = ϕ

†ϕW̃ i
µνW iµν WH, ZH

cHB̃ QHB̃ = ϕ
†ϕB̃µνBµν ZH
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Standard Model interaction. The distributions are computed with the SMEFTsim package [51] at the LO accuracy
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times the branching ratios of Z → `` and H → bb̄ computed in the NNLO (QCD) and NLO (EW) prediction. The
luminosity used to normalize the distributions is 1 fb−1. A cut |yHiggs,truth | < 2.5 is applied.

Each term is transformed by the CP transformation as:��MZH
SM

��2 CP
−−→

��MZH
SM

��2 , (11.21)

2Re
[
MZH

(
MZH

CP-odd

)∗] CP
−−→ −2Re

[
MZH

(
MZH

CP-odd

)∗]
, (11.22)��MZH

CP-odd
��2 CP
−−→

��MZH
CP-odd

��2 . (11.23)

Therefore, the interference term is an observable CP-odd quantity. On the other hand, the BSM term��MZH
CP-odd

��2 is a CP-even quantity even for CP-odd operators. In order to test the CP-violation, the analysis
is designed to use a variable sensitive to the interference term.

An angular variable φlep defined in Figure 6.18 is a candidate of such variables. The distributions of φlep
for the interference terms Re[M∗dim-6MSM] with cHW (CP-even) and cHW̃ (CP-odd) are shown in Figure
11.7. In the figure, φlep is split into two regions named “(I)” and “(II)”. Now, φlep is transformed under the
C and P transformations as:

φlep
P
−→ −φlep

C
−→ −φlep + π, (11.24)

meaning that events in the region (I) is transferred to the region (II) by the CP transformation. The
cross-section is the same in (I) and (II) when the ZH is a CP-even process whereas the difference between
the two regions indicates the CP-violation in ZH. It is also confirmed in the figure that the difference
between (I) and (II) is sensitive to the interference term of cHW̃ . Hence the difference of the cross-section
between (I) and (II) is an example of the CP observable.
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For completeness, the distributions of the BSM terms, |Mdim-6 |
2, are shown in Figure 11.8 for cHW and

cHW̃ . These terms show no difference between the (I) and (II) regions due to the CP-even nature of these
BSM terms.

A strategy to utilize these angles is explained as follows. The phase space is divided into the (I) and (II)
regions as indicated in Figures 11.7. The cross-section of the ZH production is measured in the (I) and
(II) regions. In order to perform this, all the signal regions and the control regions are also divided into
two regions based on the reconstructed φlep. Since the differential cross-section as a function of pVT can
be affected by any BSM, only the difference of the cross-section between (I) and (II) is considered to
derive constraints of the relevant Wilson coefficients not using the dependence of the cross-section on pVT .
Technical aspects are described in the next paragraph.

Parametrization of the cross-sections

The dependence of the cross-section on the CP-odd Wilson coefficients is derived in the same way as
Section 11.1. The derived parametrization of σ/σSM is shown in Table 11.6.

For the analysis that utilizes φlep, the parametrization “(I)” and “(II)” are applied to the qq→ ZH in the
corresponding regions. The effect quadratic in cHW̃ (BSM term) is similar in (I) and (II) categories while
the linear term (interference) is opposite in the sign as expected from Figures 11.7 and 11.8 in agreement
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MSMM

∗
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]
) as functions of φlep for the ZH production with the CP-even

and -odd interactions. The black histograms shows the distribution in the SM for comparison. The distributions are
computed with Madgraph 5 and Pythia 8 at the LO accuracy considering only the interference terms of the SM and
dimension-6 interaction. They are normalized using the cross-section of qq → ZH times the branching ratios of
Z → `` and H → bb̄ computed in the NNLO (QCD) and NLO (EW) prediction. The luminosity used to normalize
the distributions is 1 fb−1. The cut, |yHiggs,truth | < 2.5, is applied.
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The black histograms shows the distribution in the SM for comparison. The distributions are computed with the
SMEFTsim package [51] at the LO accuracy utilizing Madgraph 5+Pythia 8 [159, 160]. These distributions are
normalized using the cross-section of qq → ZH times the branching ratios of Z → `` and H → bb̄ computed in
the NNLO (QCD) and NLO (EW) prediction. The luminosity used to normalize the distributions is 1 fb−1. A cut
|yHiggs,truth | < 2.5 is applied.

with the argument in the previous paragraph. The parametrization for the angular analysis includes extra
parameters ∆µ[75,150], ∆µ[150,250] and ∆µ[250,∞]. These ∆µ are common in (I) and (II), and fully floating
parameters that make the analysis not sensitive to effects on the pVT spectrum canceling the effect quadratic
in cHW̃ . Although the branching ratio of H → bb̄ is also affected by the term associated with cHW̃ , the
branching ratio is not parametrized but fixed at the SM prediction.

The analysis using the pVT spectrum is also performed for comparison. For this analysis, the “inclusive”
parametrization of the cross-section in Table 11.6 is used. Note that the separation by φlep is not applied in
this pVT analysis.

Systematic uncertainties

The same systematic uncertainties are considered as the results in Chapter 10 and Section 11.1. No
additional systematic uncertainties are included to this interpretation.
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Table 11.6: Parametrization of the cross-section in the regions (I) and (II) as functions of the Wilson coefficients
associated to CP-odd operators.
Category φlep bin pVT bin Parametrization of σ/σSM

(I) − π2 < φlep < 0
π
2 < φlep < π

75 ≤ pVT < 150 GeV 1 − 0.086cHW̃ + 0.145c2
HW̃
+ ∆µ[75,150]

150 ≤ pVT < 250 GeV 1 − 0.120cHW̃ + 0.392c2
HW̃
+ ∆µ[150,250]

pVT ≥ 250 GeV 1 − 0.137cHW̃ + 1.311c2
HW̃
+ ∆µ[250,∞]

(II) −π < φlep < −
π
2

0 < φlep <
π
2

75 ≤ pVT < 150 GeV 1 + 0.087cHW̃ + 0.145c2
HW̃
+ ∆µ[75,150]

150 ≤ pVT < 250 GeV 1 + 0.120cHW̃ + 0.395c2
HW̃
+ ∆µ[150,250]

pVT ≥ 250 GeV 1 + 0.138cHW̃ + 1.332c2
HW̃
+ ∆µ[250,∞]

Inclusive −π < φlep < π

(all range)

75 ≤ pVT < 150 GeV 1 + 0.000cHW̃ + 0.145c2
HW̃

150 ≤ pVT < 250 GeV 1 + 0.000cHW̃ + 0.393c2
HW̃

pVT ≥ 250 GeV 1 + 0.000cHW̃ + 1.322c2
HW̃

11.2.2 Results

Constraints derived from the pVT spectrum

The allowed interval derived from a 1-dimensional scan of the likelihood is shown in Figure 11.9. This
curve behaves like a quartic function around the minimum because the effect on the cross-section is
quadratic.3 The fitted cHW̃ is consistent with 0 within its uncertainty. The observed (expected) 95%
confidence interval is −0.87 < cHW̃ < 0.87 (−0.9 < cHW̃ < 0.9).

Constraints derived from φlep as the CP observable

The signal strengths of the regions in Table 11.6 is shown in Figure 11.10. The measured signal strengths
slightly look fluctuating, but they are consistent with the Standard Model prediction with compatibility of
51.6%. Hence, a limit on the Wilson coefficient cHW̃ is set in the next paragraph.

The allowed intervals derived from the 1-dimensional scan of the likelihood is shown in Figure 11.11. The
fitted cHW̃ is consistent with 0 within its uncertainty. The observed (expected) 95% confidence interval is
−5.1 < cHW̃ < 4.3 (−6.1 < cHW̃ < 3.9).

A more stringent limit is obtained when considering pVT than the angle. However, the pVT spectrum can be
affected by both CP-even and CP-odd operators, but the angular analysis is sensitive only to the CP-odd
operators. When a deviation from the SM prediction is found in the pVT spectrum, the angular analysis may
be useful to distinguish which operator contributes to the deviation.

Comparison to the analysis of the Higgs decays

Since the measurements in the H → Z Z∗ → 4` and H → WW∗ → eνµν decay channels [22] are
expressed in a different parametrization from the Warsaw basis, it is not straightforward to compare them

3 The dependence of the negative-log-likelihood on a parameter is parabolic when the effect on the cross-section is linear. The
signal strength µ is an example.
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to the results in this section. However, a rough comparison of the limits is performed below. In Ref. [22],
CP-odd BSM interactions are parametrized as:

LVVH = κSM cosα
(
−

1
3

κ̃AZZ

κSM
· tanαZµν Z̃µν −

2
3

κ̃AWW

κSM
· tanαW+µνW̃−µν

)
· h. (11.25)

By assuming κ̃AZZ = κ̃AWW (= κ̃AVV ), the analysis reports the observed (expected) 95% confidence
interval as −2.18 < (κ̃AVV/κSM) · tanα < 0.83 (−2.33 < (κ̃AVV/κSM) · tanα < 2.30). In the Warsaw basis
used in this analysis, the same interactions are parametrized as:

LVVH =
cHW̃

Λ2 φ†φW i
µνW̃ iµν +

cHB̃

Λ2 φ†φBµν B̃µν +
cHWB̃

Λ2 φ†τiφW i
µν B̃µν . (11.26)

For example, the term with cHW̃ is transformed as:

cHW̃

Λ2 φ†φW i
µνW̃ iµν =

cHW̃

Λ2 3hW i
µνW̃ iµν =

2
3

cHW̃ v2

2Λ2 hW i
µνW̃ iµν =

2
3

cHW̃ v2

Λ2 h
(
W+µνW̃−µν +

1
2

W3
µνW̃3µν

)
.

(11.27)
The results from the Higgs decay, 2.18 < (κ̃AVV/κSM) · tanα < 0.83, now reads 2.18 < cHW̃

Λ2 32 < 0.83.
Then, for example,

cHW̃ < 0.83 ×
Λ2

32 ∼ 0.83 ×
(1000 GeV)2

(246 GeV)2
' 13.3 . (11.28)

The limits with the Higgs decay and the VH production are summarized in Table 11.7. Even the weaker
constraints derived from the CP observable, φlep, are more stringent than the constraints from the Higgs
decay.
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Table 11.7: Summary of the limits on the Wilson coefficients for the CP-odd operators affecting the VVH vertex
derived from the Higgs decays and the ZH production. As explained in the body, the “reinterpretation” of cHW̃ from
the Higgs decay is not a precise number due to the different parametrization, but a rough estimate.

Analysis
95% confidence interval

Comments
Observed Expected

H → Z Z∗ → 4` and −2.18 < κ̃AVV

κSM
· tanα < 0.83 −2.33 < κ̃AVV

κSM
· tanα < 2.30 -

H → WW∗ → eνµν [22] −34.9 < cHW̃ < 13.3 −37.3 < cHW̃ < 36.8 Reinterpretation
ZH → `+`−bb̄

pVT spectrum −0.87 < cHW̃ < 0.87 −0.89 < cHW̃ < 0.89 -
Angular analysis −5.0 < cHW̃ < 4.2 −6.1 < cHW̃ < 3.9 -

11.3 Coupling measurement

The combined measurement of the couplings of the Higgs boson is presented in Ref. [29] using available
measurements of the Higgs boson. The analysis discussed in this thesis (VH, H → bb̄) is also included
in the coupling measurement. In this section, we study the size of the contribution of the VH, H → bb̄
analysis, and show that the analysis significantly contributes to constrain the whole Higgs sector.

To perform a coupling measurement, the framework used in Ref. [29] is employed. The signal yields of the
production i in the decay channel j are parametrized as:

σi × Bj = σi(κ) ×
Γj(κ)

ΓH (κ)
. (11.29)

Effective coupling modifiers κ are defined as:

κ2
i =

σi

σSM
i

, κ2
j =

Γj

ΓSMj
. (11.30)

This framework using the coupling modifiers κ is called κ-framework. Higgs decays to invisible particles
such as H → Z Z∗ → 4ν is referred to as invisible decays. The BSM contribution to this branching ratio is
denoted as Binv. Higgs decays uncovered by the current analyses such as H → (top-loop)→ gg is referred
to as undetected decays. The BSM contribution to this branching ratio is denoted as Bund. The modifier of
the total width of the Higgs boson ΓH is denoted as κH . Using the coupling modifiers parameters, κH is
parametrized as:

κ2
H =

∑
j BSM

j κ2
j

(1 − Bi − Bu)
. (11.31)

The effective coupling modifiers are expressed in terms of resolved coupling modifiers: κb, κt , κW , κZ , κτ ,
κµ as shown in Table 11.8.

The results shown in this section are derived by assuming that no BSM contributes to loops and decays.
Technically, this assumption is realized by setting Binv = Bund = 0.

The goal of this measurement is to constrain six resolved coupling modifiers. To constrain these six
parameters, it is necessary to combine analyses sensitive to each coupling. The input analyses are described
in Ref. [29, 162], and listed in Table 11.9.
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Table 11.8: Parametrization of the cross-sections and the decay widths in the κ framework [29]. In the fit, the
cross-sections and the widths are parametrized in terms of the resolved coupling modifiers: κb , κt , κW , κZ , κτ , and
κµ. The coupling modifiers for the second-generation quarks (cc̄, ss̄) are assumed to be the same as those for the
third generation. The coupling modifiers for the first generation fermions are fixed at unity (SM), and they are not
relevant due to the small values.

Production Effective modifier Resolved modifier

σ(ggF) κ2
g 1.040 κ2

t + 0.002 κ2
b
− 0.038 κt κb − 0.005 κt κc

σ(VBF) - 0.733 κ2
W + 0.267 κ2

Z

σ(qq→ ZH) - κ2
Z

σ(gg → ZH) κ(ggZH)
2.456 κ2

Z + 0.456 κ2
t − 1.903 κZ κt

− 0.011 κZ κb + 0.003 κt κb
σ(WH) - κ2

W

σ(ttH) - κ2
t

σ(WtH) - 2.909 κ2
t + 2.310 κ2

W − 4.220 κt κW
σ(tHq) - 2.633 κ2

t + 3.578 κ2
W − 5.211 κt κW

σ(bbH) - κ2
b

Partial decay width
Γbb - κ2

b

Γww - κ2
W

Γgg κ2
g 1.111 κ2

t + 0.012 κ2
b
− 0.123 κt κb

Γττ - κ2
τ

Γzz - κ2
Z

Γcc - κ2
c (= κ

2
t )

Γγγ κ2
γ

1.589 κ2
W + 0.072 κ2

t − 0.674 κW κt

+0.009 κW κτ + 0.008 κW κb

−0.002 κt κb − 0.002 κt κτ
ΓZγ κ2

(Zγ)
1.118 κ2

W − 0.125 κW κt + 0.004 κ2
t + 0.003 κW κb

Γss - κ2
s (= κ

2
b
)

Γµµ - κ2
µ

Total width (Binv = Bund = 0)

ΓH κ2
H

0.581 κ2
b
+ 0.215 κ2

W + 0.082 κ2
g

+0.063 κ2
τ + 0.026 κ2

Z + 0.029 κ2
c

+0.0023 κ2
γ + 0.0015 κ2

(Zγ)

+0.0004 κ2
s + 0.00022 κ2

µ
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In the coupling measurement, the constraints of the six coupling modifier are derived by scanning the
likelihood as a function of these κ parameters. The dependence of the negative-log-likelihood (−∆ ln(L))
on the κ parameters is shown in Figure 11.12. The corresponding 68% confidence intervals are derived
and summarized in Table 11.10 and Figure 11.13. The fitted κ values are consistent with the SM within
their uncertainties with and without the VH, H → bb̄ analysis. In Figure 11.13, the MS running masses
evaluated at mH = 125.09 GeV are used for quarks.

As shown in Table 11.10, the constraints on the six coupling modifiers without the VH, H → bb̄ analysis in
the fit is worse than the constraints with the default configuration. The difference in κb is easy to understand
because the VH, H → bb̄ analysis is most sensitive to the H → bb̄ decay. The differences in the other κ
parameters are caused by the constraint on the total width ΓH . Since the experimental observables are
the branching ratios Γj/ΓH , the constraints on the ΓH , which is contributed to by the H → bb̄ width, is
essential to constrain the κ parameters.

This result clearly shows the importance of the VH, H → bb̄ analysis discussed in this thesis in the context
of the search for BSM scenarios that modify the Higgs couplings, such as the electroweak baryogenesis

Table 11.9: Input analyses for the coupling measurement [29], and their relevant decay and production channels. The
full Run 2 data corresponds to 139 fb−1. All the analyses are performed using data of pp collisions at

√
s = 13 TeV

including the analyses with the smaller integrated luminosity.
Decay channels Production modes Integrated luminosity [fb−1] Ref.
H → γγ ggF,VBF,WH,ZH,ttH, tH 139 [163]

H → Z Z∗
ggF,VBF,WH,ZH,ttH(4`) 139 [164]

ttH excl. H → 4` 36.1 [14, 165]

H → WW∗
ggF,VBF 36.1 [166]

ttH [14, 165]

H → ττ
ggF,VBF 36.1 [167]

ttH [14, 165]

H → bb̄
VBF 24.5 – 30.6 [168]

WH, ZH 139 [169]
ttH 36.1 [14, 170]

H → µµ ggF,VBF,VH,ttH 139 [171]
H → invisible VBF 139 [172]

Table 11.10: 68%confidence intervals for the couplingmodifiers in the default configuration [29] and the configuration
without the VH,H → bb̄ analysis.

Coupling With VH, H → bb̄ [29] Without VH, H → bb̄
modifiers Observed Expected Observed Expected

κZ 1.02 ± 0.06 1.00 ± 0.06 1.07+0.19
−0.18 1.00 ± 0.18

κW 1.05+0.06
−0.05 1.00 ± 0.06 1.11 ± 0.18 1.00+0.16

−0.17
κb 0.98+0.14

−0.12 1.00+0.15
−0.14 1.12+0.48

−0.44 1.00 ± 0.43
κt 0.96+0.09

−0.08 1.00 ± 0.09 1.01+0.15
−0.16 1.00+0.15

−0.18
κτ 1.06+0.15

−0.14 1.00 ± 0.14 1.12+0.24
−0.22 1.00+0.22

−0.21
κµ 1.12+0.26

−0.30 1.00+0.27
−0.34 1.18 ± 0.35 1.00+0.33

−0.37
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Figure 11.12: Negative-log-likelihoods (−∆ ln(L)) as functions of the coupling modifiers, κb, κt , κW , κZ , κτ , κµ.
The blue curves show the values of −∆ ln(L) when the VH, H → bb̄ analysis (this thesis) is included, and the same
as result presented in Ref. [29]. The black curves (w/o VHbb) show the values of −∆ ln(L) when the analysis of this
thesis is not included.

explained in Section2.5.1.
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Figure 11.13: Summary of the 68% confidence intervals for the Higgs coupling measurements with and without the
VH, H → bb̄ analysis. The light blue graph shows the default configuration including the VH, H → bb̄ analysis [29],
and the black one shows the measurements without the VH, H → bb̄ analysis. The MS running masses evaluated at
mH = 125.09 GeV are used for quarks.
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12 Conclusions

The production of the Higgs boson associated with a vector boson (VH) is studied in the H → bb̄ decay
and the leptonic decay channels of the vector boson. The analysis is performed using the pp collision data
at the center-of-mass energy of 13 TeV and with the integrated luminosity of 139 fb−1 collected by the
ATLAS detector at the Large Hadron Collider. The signal strength and the differential cross-section of the
VH production times the branching ratio of the H → bb̄ decay as a function of the transverse momentum
of the vector boson (pVT ) are measured.

The differential production cross-section of the VH production is affected by many types of physics beyond
the Standard Model (BSM), some of which are expected to resolve the remaining issues of the Standard
Model (SM). Hence, it provides an indirect search for BSM effects. The coupling measurements of the
Higgs boson to the 3rd generation quarks are also important since they are sensitive to BSM models that
alter the coupling. These models include the general 2 Higgs Doublet Model viable for the electroweak
baryogenesis, which explains the observed baryon asymmetry of the universe.

Since there are much amount of events originating from various background processes in the analysis,
several techniques are employed to reduce and control the backgrounds. In the analysis, events are separated
based on the number of charged leptons so that we can measureWH and ZH individually while constraining
several background components at the same time. The control regions are defined to constrain the theoretical
uncertainties of the backgrounds. Multivariate analysis is used as the final discriminant to separate the
signal and the backgrounds and to maximize the sensitivity. There are two improvements introduced for the
2-lepton channel targeting ZH (Z → `+`−). One is an angular variable (cos θlep), introduced to exploit the
difference of the polarization of the Z boson between the signal and the backgrounds (Z + jets, Z Z , and tt̄).
By integrating cos θlep in the multivariate analysis, 7% improvement of the significance in the 2-lepton
channel is confirmed. The other is the data-driven estimation of the top-quark production background in
the 2-lepton channel, introduced to eliminate the systematic uncertainties on the tt̄ production which is up
to 10%. This makes the results more reliable.

The measured signal strengths are µbbWH = 0.95+0.27
−0.25 for WH and µbbZH = 1.08+0.25

−0.23 for ZH. The observed
significance of the signal processes is 4.0 (ZH) and 5.3 (ZH) standard deviations compared to the expected
significance of 4.1 and 5.1 standard deviations. These results are the first evidence of the WH production
and the first observation of the ZH production. The differential cross-section times the branching ratio as a
function of pVT is measured to improve the sensitivity to BSM interactions that affect the cross-section in the
high pVT phase space. The measured cross-sections are: 19.0±12.1 fb (150 ≤ pWT < 250 GeV), 7.2±2.2 fb
(pWT ≥ 250 GeV) for WH and 42.5 ± 35.9 fb (75 ≤ pZ

T < 150 GeV), 20.5 ± 6.2 fb (150 ≤ pZ
T < 250 GeV),

5.4 ± 1.7 fb (pZ
T ≥ 250 GeV) for ZH, which agree with the Standard Model prediction. The uncertainty

of the measurement is about 85% in the medium pVT region (75 ≤ pVT < 150 GeV) and about 30% in the
higher pVT regions. Since the measurement in the high pVT phase space, which is sensitive to the BSM, is
still statistically limited, the precision of these cross-sections can be improved in future LHC runs.

In order to present the experimental limits for general BSM models, the measurement of the differential
cross-section is interpreted as the limits on the Wilson coefficients of dimension-6 terms in the Standard

178



Model Effective Field Theory (SMEFT) Lagrangian. The Wilson coefficients, c(3)Hq , cHu , cHW and cHWB,
are constrained. The most constrained coefficient, c(3)Hq, is thought to be sensitive to models such as the
Heavy Vector Triplet (HVT) model and the Minimal Composite Higgs Model. The constraint on c(3)Hq is
interpreted as the lower mass limit of the heavy resonance in the HVT model, and the lower limits of 1.97
TeV (Model A) and 3.02 TeV (Model B) are extracted. These limits are slightly weaker than the direct
searches for these heavy resonances (3-5 TeV). Therefore, the indirect search with the VH production is
thought to be useful for scenarios with a larger mass and a stronger coupling.

The 125 GeV Higgs boson may be a CP-mixed particle in new physics models such as 2HDM. In that case,
the CP-odd interaction between the 125 GeV scalar particle and the vector bosons (VVH vertex) can appear
depending on the choice of parameters as described in Section 2.5.2. The measurement of the pVT spectrum
is a search for general BSM and can constrain these CP-odd interactions. However, the measurement does
not discriminate the CP of an anomalous VVH coupling when the anomaly is found in the pVT spectrum.
In order to have an observable sensitive only to the CP-odd modification of the VVH vertex, the angular
information of Z → `+`− is proposed. The constraint on the CP-odd VVH interaction from the angular
analysis is weaker than the one derived from the pVT spectrum. However, if an anomalous VVH interaction
is found, this angular analysis is useful to test the CP-structure of the interaction. The limits derived from
the pVT spectrum and the angular distribution are better than the ones from the Higgs decays using the
ATLAS Run 1 data.

The VH, H → bb̄ analysis is included in the global Higgs coupling measurement in Ref. [29]. The
contribution of the VH, H → bb̄ analysis to the coupling measurement is discussed by performing the
combined measurement without the work in this thesis. It is demonstrated that the VH, H → bb̄ analysis
significantly contributes to constrain the whole Higgs sector with approximately 3 times more stringent
constraints on the Higgs coupling to Z , W , and b-quark and 15-40% more stringent constraints on the
coupling to t-quark, τ-lepton, and muon compared to the measurement without including the VH, H → bb̄
analysis. Thus, the analysis contributes to constraints of BSM scenarios that modify the Higgs couplings
such as the general 2HDM capable of generating the baryon asymmetry of the universe.
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A On the renormalization scale variations

Renormalization scale variations are often used to estimate missing higher-order contributions in fixed
order perturbative calculation. In this method, the renormalization scale is doubled and halved in physics
simulations. This method for estimating theoretical uncertainties is not firmly backed by the field theory,
but a rough understanding is presented in this appendix. Concepts used in this section are taken from
Ref. [30].

When the renormalization scale is shifted, the coupling constant changes, which is referred to as running
coupling constant. However, an amplitude does not depend on the renormalization scale because the
renormalization scale is an artificial energy scale that can be chosen arbitrarily. In Feynman diagrams with
loops, counter terms are introduced to cancel divergences (cut-off dependence) of the loop integrals. The
dependence of the counter terms on the renormalization scale cancels the dependence of the amplitude on
the scale through the running coupling constant. This is expressed by Callan-Symanzik equation:

M
∂

∂M
M + β

∂

∂g
M = 0, (A.1)

where M is the renormalization scale,M is an amplitude of some process. β is β-function which control
the evolution of the coupling constant g.

Let us expand the Callan-Symanzik equation with respect to g:

M =M(0) +M(1) +M(2) + · · · , (A.2)
β = β(0) + β(1) + β(2) + β(3) + · · · . (A.3)

Here, the superscripts (n) is indicates the O(gn) term in the quantities. For QCD, the β function at the
1-loop level is given by:

β(g) = −
b0g

3

(4π)2
, with b0 = 11 −

2
3

n f , (A.4)

where n f is the number of quark flavors. Therefore,

β0 = β1 = β2 = 0. (A.5)

Each order of the Callan-Symanzik equation is given by:

O(g0) : M
∂

∂M
M(0) = 0, (A.6)

O(g1) : M
∂

∂M
M(1) = 0, (A.7)

O(g2) : M
∂

∂M
M(2) = 0, (A.8)

O(g3) : M
∂

∂M
M(3) + β(3)

∂

∂g
M(1) = 0. (A.9)
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From the last line, the dependence ofM(1) on M through the evolution of g must be canceled by the first
term (M∂M(3)/∂M). However, if a higher-order term,M(3) in this example, is missing in the calculation,
theoretical predictions are varied by the shift of the renormalization scale. The observed difference in this
“scale variation” is related to the missing higher-order terms.

182



B Algorithm of the truth b-tagging

The probability of jets to be tagged depends on the flavor of the jets. Thus, the analysis needs to handle the
true flavors of jets defined below. Particles used in this paragraph are truth particles defined by Monte
Carlo event generators.

• If a weakly decaying b-hadron is found within ∆R < Rmax = 0.3 of the jet axis, the jet is labeled as a
b-jet.

• If a b-hadron is not found, but a weakly decaying c-hadron is found within ∆R < Rmax = 0.3 of the
jet axis, the jet is labeled as a c-jet.

• If a τ-lepton is found within ∆R < Rmax = 0.3 of the jet axis, the jet is labeled as a τ-jet.

• If a hadron or τ-lepton matches more than one jets, the closest jets is considered as the parent.

• Jets that are not labeled after the procedure are labeled as a light-jet.

The event weight utilized in the truth b-tagging should be the probability of a given event to be tagged, and
it is defined as below. The event selection of the analysis requires exactly two b-tagged jets (Section 6.3). If
an event contains only two jets, the probability of the event to be accepted is simply the product of the two
efficiencies for two jets, and it is the desired event weights. However, when there are more than two jets in
an event, there is a probability of additional jets to be b-tagged. The probability of all the permutations is
integrated as below. First, the probability of a given permutation of b-tagged and rejected jets are defined
as the product of the efficiency for tagged jets (ε) and the inefficiency for rejected jets (εin):

ε

((
m
n

)
i

, x
)
=

∏
j∈n

ε
f
x ( j), (B.1)

εin

((
m
n

)
i

, x

)
=

∏
j∈m−n

(1 − ε fx ( j)), (B.2)

where x is a given working point, and
(m
n

)
i
denotes the ith permutation when selecting n jets from m jets.(m

n

)
i
denotes the other jets than ones expressed by

(m
n

)
i
. j ∈ n ( j ∈ m − n) indicates that the product runs

over the b-tagged (rejected) jets in the given permutation. The efficiency ε is discussed in Section B.0.1.
Then, the probability of the event to pass the event selection is the sum of the probabilities for all possible
permutation of tagged and rejected jets as:

w =
∑

i∈permutations
ε

((
m
n

)
i

)
· εin

((
m
n

)
i

)
. (B.3)

183



The desired final event weight is the probability derived in the previous step. To obtain kinematics of the
event, a single permutation is chosen according to the probability for the ith permutation:

Pi =
ε
( (m

n

)
i
, x

)
· εin

( (m
n

)
i
, x

)
w

. (B.4)

The direct b-tagging is applied to data events.

Mis-modelling is observed in events with small ∆R( j, j) for both tt̄ and V + jets samples as shown in Figure
B.1. The cause of this issue is imagined that the truth b-tagging algorithm relies on efficiency maps for
single jets, and thus the effects from nearby jets are not simulated. In the direct b-tagging algorithm, it
simulates b-tagging in such a dense event topology. To overcome this issue, a hybrid approach is adopted
below. The direct b-tagging is applied to all the true b-jets. Then the truth b-tagging algorithm is applied
to non-b-tagged jets, and m − n pseudo-tagged jets are found, where m is the required number b-tagged
jets and n is the number of jets b-tagged in the previous step. By construction, events in which two true
b-jets are b-tagged reproduces distributions by the direct b-tagging. For events with other combinations of
true flavors, more simulated events are available.

B.0.1 b-tagging efficiency for MC and data events

Efficiency maps are needed in the truth b-tagging algorithm. The maps for each (cumulative) working
point provide the b-tagging efficiency dependent on pT and η. Dedicated efficiency maps are prepared for
the phases space that the analysis focuses on, and separately for Powheg+Pythia8 (tt̄) and Sherpa 2.2.1
(V + jets). The maps for the 70% working point are shown in Figures B.2 and B.3.

Figure B.1: ∆Rbb̄ distributions for tt̄ (left) and W + bb (right) events with the direct b-tagging (black), the truth
b-tagging (red) and the hybrid truth b-tagging (green). The study is performed with events with one charged lepton
(more precisely, a signal region of a 1-lepton channel defined in Section 6.3), one non-b-jet in addition to two b-jets
and the reconstructed p`+E

miss
T

T greater than 150 GeV are used in these plots. The plots in the bottom panes show
the ratio of each method to the direct b-tagging. Non-closure is observed for the truth b-tagging, and the closure is
recovered by the hybrid truth b-tagging.
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Figure B.2: Efficiency maps in the pT-η plane for the b-tagging of the 70% working point in Powheg+Pythia8 (tt̄)
events. The 70% working point in the cumulative b-tagging corresponds to the sum of the [70,60] and [60,0] bins
used in the pseudo-continuous b-tagging.

Efficiency maps for the pseudo-continuous mode are derived by subtracting the efficiency maps of the
cumulative mode shown in Figures B.2 and B.3, i.e. the efficiency for the bins of the pseudo-continuous
b-tagging, [70,60] and [60,0], is defined as

MCEff[70,60] = MCEff70% WP −MCEff60% WP (B.5)

MCEff[60,0] = MCEff60% WP (B.6)

They give the probability of a given jet to fall in one b-tagging bin for MC events. The efficiency is
multiplied by scale factors to compare the MC samples to the data:

Effbin = MCEffbin · SFbin, (B.7)

where the SFbin is the MC-to-data scale factor described in the next paragraph. The efficiency of the
b-tagging is expressed by the sum of the probabilities for the bins [70,60], [60,0]:

Eff70% =
∑
bin

Effbin = Eff[70,60] + Eff[60,0], (B.8)
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Figure B.3: Efficiency maps in the pT-η plane for the b-tagging of the 70% working point in Sherpa 2.2.1 (V + jets)
events. The 70% working point in the cumulative b-tagging corresponds to the sum of the [70,60] and [60,0] bins
used in the pseudo-continuous b-tagging.

where “bin” is an interval of the MV2c10 value.

The scale factors that correct the efficiency in MC events to the efficiency in the data are defined as functions
of pT and the binned MV2c10 value of jets. The scale factors are derived so that the sum of the probability
of jets to fall in all the bins of MV2c10 is unity. They are shown in Figure B.4. MC-to-MC scale factors
that correct the efficiency for Sherpa 2.2.1 samples to those for Powheg+Pythia8 samples is shown in
Figure B.5.
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Figure B.4: MC-to-data scale factors of b-tagging probabilities for jets in the different pT regions in different MV2c10
bins. Vertical error bars include the only data statistical uncertainties while the green bands correspond to the sum
in quadrature of statistical and systematic uncertainties. The scale factors are derived for the pT ranges: [20,30),
[30,40), [40,60), [60,85), [85,110), [110,175), [175,250) and [250,600) GeV, but only the ranges, [20,30), [40,60),
[85,110) and [175,250) GeV, are shown as indicated in the plots.
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Figure B.5: MC-to-MC scale factors for the b-tagging between generators, Powheg+Pythia8 and Sherpa 2.2.1.
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C Prefit yields

The 0-, 1- and 2-lepton channels, the analysis categories, and the signal and control regions are defined in
Chapter 6. The yields in the all the analysis regions before the fit (prefit yields) are summarized in this
appendix.

The yields in the SRs, low-∆R-CRs, and high-∆R-CRs of the 0-lepton channel for the categories with
150 ≤ pVT < 250 GeV and pVT ≥ 250 GeV are shown in Tables C.1 and C.2, respectively.

The yields in the SRs, low-∆R-CRs, and high-∆R-CRs of the 1-lepton channel for the categories with
150 ≤ pVT < 250 GeV and pVT ≥ 250 GeV are shown in Tables C.3 and C.4, respectively.

The yields in the SRs, low-∆R-CRs, and high-∆R-CRs of the 2-lepton channel for the categories with
75 ≤ pVT < 150 GeV, 150 ≤ pVT < 250 GeV, and pVT ≥ 250 GeV are shown in Tables C.6, C.6, and C.7,
respectively.

The yields in the eµ control regions of the 2-lepton channel for the categories with 75 ≤ pVT < 150 GeV,
150 ≤ pVT < 250 GeV, and pVT ≥ 250 GeV are shown in Tables C.8, C.9, and C.10, respectively.

Table C.1: The yields of the signals, the backgrounds and the data in the signal regions, the low-∆R control regions
and the high-∆R control regions of the 0-lepton channel with 150 ≤ pVT < 250 GeV.

2-jet, 2-b-tag 3-jet, 2-b-tag
Low ∆R CR SR High ∆R CR Low ∆R CR SR High ∆R CR

Zl 2.61 ± 0.04 5.14 ± 0.09 6.67 ± 0.11 2.77 ± 0.05 6.99 ± 0.12 10.93 ± 0.19
Zcl 7.74 ± 0.13 19.70 ± 4.50 22.96 ± 0.39 9.06 ± 0.15 29.30 ± 6.80 41.96 ± 0.71
Zhf 831.00 ± 70.00 2240.00 ± 180.00 2520.00 ± 200.00 1119.00 ± 56.00 3120.00 ± 150.00 3730.00 ± 190.00
Wl 2.43 ± 0.04 5.70 ± 1.80 10.16 ± 0.17 3.07 ± 0.05 8.73 ± 0.15 16.54 ± 0.28
Wcl 6.82 ± 0.12 19.30 ± 7.10 27.20 ± 0.46 8.92 ± 0.15 31.00 ± 11.00 51.88 ± 0.88
Whf 440.00 ± 160.00 620.00 ± 220.00 310.00 ± 120.00 790.00 ± 270.00 1310.00 ± 450.00 730.00 ± 260.00
Single-top 38.50 ± 7.90 255.00 ± 46.00 316.00 ± 58.00 102.00 ± 21.00 830.00 ± 160.00 1230.00 ± 250.00
tt̄ 152.00 ± 22.00 1190.00 ± 170.00 1150.00 ± 160.00 630.00 ± 56.00 5820.00 ± 470.00 8780.00 ± 710.00
diboson 43.00 ± 12.00 351.00 ± 92.00 9.05 ± 0.15 49.00 ± 16.00 360.00 ± 120.00 50.09 ± 0.85
Total bkg. 1520.00 ± 200.00 4710.00 ± 420.00 4370.00 ± 340.00 2710.00 ± 300.00 11530.00 ± 770.00 14640.00 ± 890.00
Signal 2.94 ± 0.38 146.00 ± 19.00 7.13 ± 0.97 4.16 ± 0.38 130.00 ± 14.00 19.90 ± 3.10
Data 1802 5397 5273 3034 11875 15663
Data/Bkg 1.19 ± 0.03 1.15 ± 0.02 1.21 ± 0.02 1.12 ± 0.02 1.03 ± 0.01 1.07 ± 0.01
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Table C.2: The yields of the signals, the backgrounds and the data in the signal regions, the low-∆R control regions
and the high-∆R control regions of the 0-lepton channel with pVT ≥ 250 GeV.

2-jet, 2-b-tag 3-jet, 2-b-tag
Low ∆R CR SR High ∆R CR Low ∆R CR SR High ∆R CR

Zl 0.13 ± 0.00 1.00 ± 0.02 1.95 ± 0.03 0.28 ± 0.00 1.43 ± 0.02 3.78 ± 0.06
Zcl 0.33 ± 0.01 2.82 ± 0.65 5.43 ± 0.09 0.81 ± 0.01 4.70 ± 1.10 12.27 ± 0.21
Zhf 43.00 ± 4.70 278.00 ± 24.00 455.00 ± 43.00 95.40 ± 6.40 451.00 ± 30.00 845.00 ± 56.00
Wl 0.08 ± 0.00 0.61 ± 0.01 1.50 ± 0.03 0.19 ± 0.00 0.95 ± 0.02 3.08 ± 0.05
Wcl 0.20 ± 0.00 1.82 ± 0.67 4.06 ± 0.07 0.58 ± 0.01 3.30 ± 1.20 9.16 ± 0.16
Whf 18.00 ± 7.30 94.00 ± 37.00 64.00 ± 29.00 54.00 ± 21.00 200.00 ± 77.00 181.00 ± 73.00
Single-top 0.67 ± 0.01 12.90 ± 4.60 40.00 ± 13.00 4.30 ± 1.70 50.00 ± 17.00 187.00 ± 72.00
tt̄ 1.80 ± 0.33 43.80 ± 8.20 74.00 ± 14.00 12.60 ± 1.80 197.00 ± 23.00 761.00 ± 95.00
diboson 8.10 ± 2.50 83.00 ± 22.00 2.92 ± 0.05 12.50 ± 4.20 76.00 ± 25.00 21.50 ± 6.70
Total bkg. 72.40 ± 9.20 519.00 ± 55.00 648.00 ± 61.00 181.00 ± 23.00 985.00 ± 95.00 2020.00 ± 160.00
Signal 0.47 ± 0.05 40.50 ± 4.50 1.97 ± 0.24 1.34 ± 0.10 33.50 ± 2.70 6.40 ± 1.10
Data 72 578 730 210 1046 2011
Data/Bkg 0.99 ± 0.12 1.11 ± 0.05 1.13 ± 0.04 1.16 ± 0.08 1.06 ± 0.03 1.00 ± 0.02

Table C.3: The yields of the signals, the backgrounds and the data in the signal regions, the low-∆R control regions
and the high-∆R control regions of the 1-lepton channel with 150 ≤ pVT < 250 GeV.

2-jet, 2-b-tag 3-jet, 2-b-tag
Low ∆R CR SR High ∆R CR Low ∆R CR SR High ∆R CR

Zl 0.01 ± 0.00 0.05 ± 0.00 0.24 ± 0.00 0.02 ± 0.00 0.09 ± 0.00 0.53 ± 0.00
Zcl 0.01 ± 0.00 0.12 ± 0.00 0.43 ± 0.00 0.05 ± 0.00 0.25 ± 0.00 1.19 ± 0.00
Zhf 1.52 ± 0.00 9.45 ± 0.00 21.12 ± 0.00 5.58 ± 0.00 23.54 ± 0.00 53.56 ± 0.01
Wl 0.24 ± 0.00 1.88 ± 0.00 4.87 ± 0.00 0.61 ± 0.00 3.17 ± 0.00 11.50 ± 0.00
Wcl 0.82 ± 0.00 7.58 ± 0.00 20.10 ± 0.00 2.24 ± 0.00 13.23 ± 0.00 49.08 ± 0.00
Whf 69.62 ± 0.01 379.42 ± 0.02 340.51 ± 0.03 197.18 ± 0.02 813.40 ± 0.04 1001.16 ± 0.10
Single-top 3.64 ± 0.00 97.56 ± 0.00 429.84 ± 0.04 29.00 ± 0.00 408.01 ± 0.02 2348.03 ± 0.23
tt̄ 7.01 ± 0.00 203.64 ± 0.01 1054.93 ± 0.11 73.42 ± 0.01 1164.11 ± 0.06 10882.70 ± 1.10
diboson 7.26 ± 0.00 59.56 ± 0.00 4.02 ± 0.00 16.22 ± 0.00 81.66 ± 0.00 43.07 ± 0.00
multijetEl 0.92 ± 0.00 7.35 ± 0.00 15.37 ± 0.00 1.25 ± 0.00 6.98 ± 0.00 18.50 ± 0.00
multijetMu 12.06 ± 0.00 37.01 ± 0.00 0.18 ± 0.00 1.85 ± 0.00
Total bkg. 91.04 ± 0.01 778.67 ± 0.04 1928.45 ± 0.19 325.75 ± 0.03 2514.44 ± 0.12 14411.20 ± 1.40
Signal 0.38 ± 0.00 51.10 ± 0.01 2.52 ± 0.00 1.69 ± 0.00 43.26 ± 0.00 7.61 ± 0.00
Data 94 727 1686 339 2378 12059
Data/Bkg 1.03 ± 0.11 0.93 ± 0.03 0.87 ± 0.02 1.04 ± 0.06 0.95 ± 0.02 0.84 ± 0.01
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Table C.4: The yields of the signals, the backgrounds and the data in the signal regions, the low-∆R control regions
and the high-∆R control regions of the 1-lepton channel with pVT ≥ 250 GeV.

2-jet, 2-b-tag 3-jet, 2-b-tag
Low ∆R CR SR High ∆R CR Low ∆R CR SR High ∆R CR

Zl 0.01 ± 0.00 0.05 ± 0.00 0.24 ± 0.00 0.02 ± 0.00 0.09 ± 0.00 0.53 ± 0.00
Zcl 0.01 ± 0.00 0.12 ± 0.00 0.43 ± 0.00 0.05 ± 0.00 0.25 ± 0.00 1.19 ± 0.00
Zhf 1.52 ± 0.00 9.45 ± 0.00 21.12 ± 0.00 5.58 ± 0.00 23.54 ± 0.00 53.56 ± 0.01
Wl 0.24 ± 0.00 1.88 ± 0.00 4.87 ± 0.00 0.61 ± 0.00 3.17 ± 0.00 11.50 ± 0.00
Wcl 0.82 ± 0.00 7.58 ± 0.00 20.10 ± 0.00 2.24 ± 0.00 13.23 ± 0.00 49.08 ± 0.00
Whf 69.62 ± 0.01 379.42 ± 0.02 340.51 ± 0.03 197.18 ± 0.02 813.40 ± 0.04 1001.16 ± 0.10
Single-top 3.64 ± 0.00 97.56 ± 0.00 429.84 ± 0.04 29.00 ± 0.00 408.01 ± 0.02 2348.03 ± 0.23
tt̄ 7.01 ± 0.00 203.64 ± 0.01 1054.93 ± 0.11 73.42 ± 0.01 1164.11 ± 0.06 10882.70 ± 1.10
diboson 7.26 ± 0.00 59.56 ± 0.00 4.02 ± 0.00 16.22 ± 0.00 81.66 ± 0.00 43.07 ± 0.00
multijetEl 0.92 ± 0.00 7.35 ± 0.00 15.37 ± 0.00 1.25 ± 0.00 6.98 ± 0.00 18.50 ± 0.00
multijetMu 12.06 ± 0.00 37.01 ± 0.00 0.18 ± 0.00 1.85 ± 0.00
Total bkg. 91.04 ± 0.01 778.67 ± 0.04 1928.45 ± 0.19 325.75 ± 0.03 2514.44 ± 0.12 14411.20 ± 1.40
Signal 0.38 ± 0.00 51.10 ± 0.01 2.52 ± 0.00 1.69 ± 0.00 43.26 ± 0.00 7.61 ± 0.00
Data 94 727 1686 339 2378 12059
Data/Bkg 1.03 ± 0.11 0.93 ± 0.03 0.87 ± 0.02 1.04 ± 0.06 0.95 ± 0.02 0.84 ± 0.01

Table C.5: The yields of the signals, the backgrounds and the data in the signal regions, the low-∆R control regions
and the high-∆R control regions of the 2-lepton channel with 75 ≤ pVT < 150 GeV.

2-jet, 2-b-tag 3-jet, 2-b-tag
Low ∆R CR SR High ∆R CR Low ∆R CR SR High ∆R CR

Z + ll 3.04 ± 0.00 5.26 ± 0.00 5.04 ± 0.00 5.92 ± 0.00 17.13 ± 0.00 23.12 ± 0.00
Z + cl 11.65 ± 0.00 26.71 ± 0.00 20.66 ± 0.00 23.38 ± 0.00 86.25 ± 0.00 103.00 ± 0.01
Z + hf 1531.81 ± 0.22 4674.88 ± 0.49 3363.30 ± 0.48 3013.16 ± 0.43 9563.86 ± 1.00 8824.66 ± 1.25
W + ll 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.01 ± 0.00 0.02 ± 0.00
W + cl 0.01 ± 0.00 0.02 ± 0.00 0.02 ± 0.00 0.02 ± 0.00 0.09 ± 0.00 0.10 ± 0.00
W + hf 0.18 ± 0.00 1.21 ± 0.00 0.08 ± 0.00 2.64 ± 0.00 5.16 ± 0.00 2.78 ± 0.00
Single top 26.35 ± 0.00 106.84 ± 0.00 86.13 ± 0.01 39.86 ± 0.00 230.35 ± 0.01 216.07 ± 0.02
tt̄ 734.19 ± 0.10 3149.15 ± 0.35 1619.52 ± 0.23 1306.48 ± 0.18 8281.54 ± 0.90 5852.27 ± 0.83
Diboson 16.23 ± 0.00 276.13 ± 0.01 8.44 ± 0.00 76.42 ± 0.01 441.97 ± 0.01 105.35 ± 0.01
Total bkg. 2323.45 ± 0.29 8240.19 ± 0.64 5103.19 ± 0.63 4467.89 ± 0.55 18626.35 ± 1.42 15127.37 ± 1.85
Signal 0.87 ± 0.00 75.48 ± 0.01 5.17 ± 0.00 5.37 ± 0.00 103.57 ± 0.01 21.37 ± 0.00
Data 2940 9463 5919 5275 20927 17443
Data/Bkg. 1.27 ± 0.00 1.15 ± 0.00 1.16 ± 0.00 1.18 ± 0.00 1.12 ± 0.00 1.15 ± 0.00
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Table C.6: The yields of the signals, the backgrounds and the data in the signal regions, the low-∆R control regions
and the high-∆R control regions of the 2-lepton channel with 150 ≤ pVT < 250 GeV.

2-jet, 2-b-tag 3-jet, 2-b-tag
Low ∆R CR SR High ∆R CR Low ∆R CR SR High ∆R CR

Z + ll 0.45 ± 0.00 0.93 ± 0.00 1.71 ± 0.00 1.61 ± 0.00 4.41 ± 0.00 12.30 ± 0.00
Z + cl 1.58 ± 0.00 4.16 ± 0.00 6.46 ± 0.00 5.82 ± 0.00 20.15 ± 0.00 50.95 ± 0.01
Z + hf 212.60 ± 0.03 633.39 ± 0.07 926.06 ± 0.13 800.91 ± 0.11 2193.72 ± 0.23 3769.28 ± 0.53
W + ll 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.01 ± 0.00
W + cl 0.00 ± 0.00 0.00 ± 0.00 0.01 ± 0.00 0.01 ± 0.00 0.01 ± 0.00 0.04 ± 0.00
W + hf 0.30 ± 0.00 0.30 ± 0.00 0.17 ± 0.00 0.65 ± 0.00 1.70 ± 0.00 1.40 ± 0.00
Single top 1.79 ± 0.00 9.41 ± 0.00 17.61 ± 0.00 5.01 ± 0.00 32.44 ± 0.00 71.74 ± 0.01
tt̄ 8.87 ± 0.00 55.05 ± 0.01 110.20 ± 0.02 56.80 ± 0.01 378.82 ± 0.04 861.66 ± 0.12
Diboson 3.63 ± 0.00 81.44 ± 0.00 2.58 ± 0.00 29.61 ± 0.00 167.96 ± 0.01 68.34 ± 0.01
Total bkg. 229.23 ± 0.03 784.68 ± 0.07 1064.79 ± 0.14 900.41 ± 0.12 2799.22 ± 0.24 4835.72 ± 0.62
Signal 0.29 ± 0.00 33.01 ± 0.00 2.18 ± 0.00 2.16 ± 0.00 57.25 ± 0.01 18.28 ± 0.00
Data 271 881 1174 1010 3148 5493
Data/Bkg. 1.18 ± 0.00 1.12 ± 0.00 1.10 ± 0.00 1.12 ± 0.00 1.12 ± 0.00 1.14 ± 0.00

Table C.7: The yields of the signals, the backgrounds and the data in the signal regions, the low-∆R control regions
and the high-∆R control regions of the 2-lepton channel with pVT ≥ 250 GeV.

2-jet, 2-b-tag 3-jet, 2-b-tag
Low ∆R CR SR High ∆R CR Low ∆R CR SR High ∆R CR

Z + ll 0.03 ± 0.00 0.21 ± 0.00 0.56 ± 0.00 0.22 ± 0.00 1.27 ± 0.00 5.97 ± 0.00
Z + cl 0.07 ± 0.00 0.66 ± 0.00 1.60 ± 0.00 0.69 ± 0.00 4.69 ± 0.00 21.53 ± 0.00
Z + hf 9.99 ± 0.00 77.63 ± 0.01 164.80 ± 0.02 99.88 ± 0.01 492.46 ± 0.05 1170.56 ± 0.17
W + ll 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.01 ± 0.00
W + cl 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.02 ± 0.00
W + hf – 0.00 ± 0.00 0.11 ± 0.00 0.05 ± 0.00 0.19 ± 0.00 0.39 ± 0.00
Single top 0.11 ± 0.00 0.95 ± 0.00 3.44 ± 0.00 0.38 ± 0.00 2.03 ± 0.00 14.53 ± 0.00
tt̄ 0.04 ± 0.00 0.22 ± 0.00 3.00 ± 0.00 2.03 ± 0.00 16.31 ± 0.00 64.91 ± 0.01
Diboson 1.09 ± 0.00 20.26 ± 0.00 0.78 ± 0.00 8.65 ± 0.00 52.73 ± 0.00 40.16 ± 0.00
Total bkg. 11.34 ± 0.00 99.93 ± 0.01 174.29 ± 0.02 111.90 ± 0.02 569.69 ± 0.06 1318.08 ± 0.18
Signal 0.03 ± 0.00 9.92 ± 0.00 0.56 ± 0.00 0.59 ± 0.00 17.35 ± 0.00 7.71 ± 0.00
Data 16 123 168 126 614 1511
Data/Bkg. 1.41 ± 0.00 1.23 ± 0.00 0.96 ± 0.00 1.13 ± 0.00 1.08 ± 0.00 1.15 ± 0.00

192



Table C.8: The yields of the signals, the backgrounds and the data in the eµ control regions corresponding to the signal
regions, the low-∆R control regions and the high-∆R control regions of the 2-lepton channel in 75 ≤ pVT < 150 GeV.

2-jet, 2-b-tag 3-jet, 2-b-tag
Low ∆R Intermediate ∆R High ∆R Low ∆R Intermediate ∆R High ∆R

Z + ll 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Z + cl 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.01 ± 0.00 0.02 ± 0.00 0.02 ± 0.00
Z + hf 0.02 ± 0.00 0.88 ± 0.00 0.62 ± 0.00 0.81 ± 0.00 1.43 ± 0.00 1.44 ± 0.00
W + ll 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.01 ± 0.00 0.01 ± 0.00
W + cl 0.01 ± 0.00 0.01 ± 0.00 0.01 ± 0.00 0.01 ± 0.00 0.03 ± 0.00 0.05 ± 0.00
W + hf 0.29 ± 0.00 0.43 ± 0.00 0.42 ± 0.00 1.11 ± 0.00 2.68 ± 0.00 1.57 ± 0.00
Single top 21.05 ± 0.00 114.86 ± 0.01 80.27 ± 0.01 33.78 ± 0.00 243.22 ± 0.02 215.62 ± 0.02
tt̄ 738.01 ± 0.10 3144.21 ± 0.44 1623.44 ± 0.23 1268.90 ± 0.18 8185.60 ± 1.16 5764.05 ± 0.82
Diboson 0.05 ± 0.00 0.01 ± 0.00 0.01 ± 0.00 0.15 ± 0.00 0.22 ± 0.00 0.07 ± 0.00
Total bkg. 759.42 ± 0.11 3260.40 ± 0.45 1704.77 ± 0.24 1304.79 ± 0.18 8433.21 ± 1.18 5982.84 ± 0.83
Signal 0.00 ± 0.00 0.03 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.03 ± 0.00 0.01 ± 0.00
Data 826 3217 1631 1346 8708 6031
Data/Bkg. 1.09 ± 0.00 0.99 ± 0.00 0.96 ± 0.00 1.03 ± 0.00 1.03 ± 0.00 1.01 ± 0.00

Table C.9: The yields of the signals, the backgrounds and the data in the eµ control regions corresponding to the signal
regions, the low-∆R control regions and the high-∆R control regions of the 2-lepton channel in 150 ≤ pVT < 250 GeV.

2-jet, 2-b-tag 3-jet, 2-b-tag
Low ∆R Intermediate ∆R High ∆R Low ∆R Intermediate ∆R High ∆R

Z + ll – 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Z + cl 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.01 ± 0.00
Z + hf 0.08 ± 0.00 0.22 ± 0.00 0.02 ± 0.00 0.08 ± 0.00 0.43 ± 0.00 0.52 ± 0.00
W + ll – 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.01 ± 0.00
W + cl 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.01 ± 0.00 0.04 ± 0.00
W + hf 0.01 ± 0.00 0.30 ± 0.00 0.02 ± 0.00 0.17 ± 0.00 1.05 ± 0.00 0.72 ± 0.00
Single top 1.75 ± 0.00 11.30 ± 0.00 17.63 ± 0.00 4.57 ± 0.00 32.20 ± 0.00 76.14 ± 0.01
tt̄ 7.69 ± 0.00 52.58 ± 0.01 116.79 ± 0.02 59.08 ± 0.01 377.11 ± 0.05 868.48 ± 0.12
Diboson 0.00 ± 0.00 0.02 ± 0.00 0.00 ± 0.00 0.04 ± 0.00 0.07 ± 0.00 0.03 ± 0.00
Total bkg. 9.54 ± 0.00 64.42 ± 0.01 134.47 ± 0.02 63.94 ± 0.01 410.88 ± 0.06 945.95 ± 0.13
Signal 0.00 ± 0.00 0.01 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.01 ± 0.00 0.00 ± 0.00
Data 8 52 110 53 384 930
Data/Bkg. 0.84 ± 0.00 0.81 ± 0.00 0.82 ± 0.00 0.83 ± 0.00 0.93 ± 0.00 0.98 ± 0.00
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Table C.10: The yields of the signals, the backgrounds and the data in the eµ control regions corresponding to the
signal regions, the low-∆R control regions and the high-∆R control regions of the 2-lepton channel in pVT ≥ 250 GeV.

2-jet, 2-b-tag 3-jet, 2-b-tag
Low ∆R Intermediate ∆R High ∆R Low ∆R Intermediate ∆R High ∆R

Z + ll 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Z + cl – 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.01 ± 0.00
Z + hf 0.02 ± 0.00 0.00 ± 0.00 0.06 ± 0.00 0.01 ± 0.00 0.06 ± 0.00 0.28 ± 0.00
W + ll 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
W + cl – 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.01 ± 0.00
W + hf – 0.00 ± 0.00 0.01 ± 0.00 0.09 ± 0.00 0.32 ± 0.00 0.42 ± 0.00
Single top – 0.93 ± 0.00 2.41 ± 0.00 0.29 ± 0.00 2.18 ± 0.00 15.49 ± 0.00
tt̄ 0.00 ± 0.00 0.12 ± 0.00 2.69 ± 0.00 1.70 ± 0.00 17.05 ± 0.00 62.61 ± 0.01
Diboson 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Total bkg. 0.03 ± 0.00 1.05 ± 0.00 5.16 ± 0.00 2.09 ± 0.00 19.62 ± 0.00 78.83 ± 0.01
Signal 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Data 0 1 2 0 15 83
Data/Bkg. – 0.95 ± 0.00 0.39 ± 0.00 – 0.76 ± 0.00 1.05 ± 0.00
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D Details of the estimation of the multi-jet
background in the 1-lepton channel

Multijet control regions (multijet-CRs) are defined by inverting tight isolation cuts of the SRs separately
for the electron and muon sub-channels. As the result, the multijet-CR is enriched in fake leptons. The
applied isolation cuts are summarized in Table D.1. The definitions of these cuts are already introduced
in Sections 5.2 and 5.3, and summarized in Tables 5.2, 5.3 and 5.5. As shown in the tables, a condition
ptcone20<4 GeV is applied to the muon sub-channel since the FixedCutLoose criterion is too loose. The
2-b-tag requirement of the SRs is replaced with 1-b-tag to increase the statistics. The mW

T 1 distributions in
the multijet-CRs for the electron and muon sub-channels are shown in Figure D.1. Multijet templates for
any variables are obtained by subtracting the electroweak backgrounds, tt̄ and W + jets, from the data in
the multijet-CRs that correspond to the SRs. The multijet-NFs is obtained by fitting the multijet templates
and the electroweak backgrounds in the SRs. For this fit, each SR is separated into two regions one of
which is enriched with W + jets to estimate W + jets and tt̄ separately.

Table D.1: Isolation criteria of the multijet control region (CR) compared to the signal region. The multijet-CR is
defined by inverting the tight isolation cut used in the SR, but the loose isolation cut is kept in order not to make the
cut too loose. Leptons that pass the tight isolation cut always pass the loose isolation cut. The definitions of the
isolation cuts are summarized in Tables 5.3 and 5.5.

Lepton Signal Region Multijet-CR
Isolation Detail Isolation Detail

Electron Tight FCLoose
HighPtCaloOnly

Loose and
not tight

FCLoose
Not HighPtCaloOnly

Muon Tight
FixedCutLoose

FixedCutHighPtTrackOnly Loose and
not tight

FixedCutLoose
Not FixedCutHighPtTrackOnly

ptcone20<4 GeV

M

1 See Section 6.6 for the definition of mW
T .
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Figure D.1: mW
T distributions in the multijet-CRs of the electron (top) and muon (bottom) sub-channels for 2-jet (left)

and 3-jet (right). The event selection criteria are the same as those for the SRs with 150 ≤ pVT < 250 GeV, except
the isolation cuts shown in Table D.1 and the 1-b-tag requirement, are applied. The difference between the data
(the black points) and the electroweak backgrounds, tt̄ and W + jets (the stacked histograms), is considered as the
contribution from the multijet.
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E Systematic uncertainties on the b-tagging
efficiency for c- and light-jets

Calibration of the b-tagging efficiency for c-jets

Calibration of the b-tagging efficiency for c-jets are presented in detail in Ref. [173], which is outlined in this
section. Although the analysis employs the pseudo-continuous b-tagging, the calibration of the efficiency
of the b-tagging that keeps 70% of b-jets (referred to as single-cut working point of 70% efficiency) is
presented in this section since description on the calibration for the pseudo-continuous b-tagging is not
found in references. The calibration is performed using semi-leptonic tt̄ events, where one of the W
boson decays into a lepton (electron or muon) and a neutrino and the other W boson decays into jets
including c-jets. At least 2 jets are b-tagged to reduce the fraction of b-jets in W → j j candidates. To
avoid a bias on the measurement of the b-tagging efficiency, more b-tagged jets than two are allowed.
Kinematic Likelihood Fitting [174] is employed to enhance the fraction of c-jets. The efficiency of c-jets to
be b-tagged is extracted by fitting tt̄ events with 0 or 1 b-tagged jet in data and simulation. The derived
mis-tag efficiency, and the scale factors are shown in Figure E.1. As shown in Table E.1, the uncertainties
of leptons, jets, Emiss

T , and the modelling of tt̄ and backgrounds (W + jets, Z + jets, single-top production,
tt̄ + a weak boson and fake and non-prompt leptons) are propagated. The nominal calibration requires at
least two b-tagged jets with the single-cut working point of 70% efficiency, the analysis is redone with
the single-cut working point of 60% efficiency, and the difference is taken into account as an additional
uncertainty.
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Figure E.1: Left: mis-tagging efficiency for c-jets with the single-cut working point of 70% efficiency as a function
of pT [173]. Right: scale factors of the mis-tagging efficiency for c-jets with the single-cut working point of 70%
efficiency as a function of pT. In both plots, the red bars indicate the statistical uncertainties, and the red area
indicates the total uncertainties.
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Table E.1: Breakdown of the contributions to the systematic uncertainty on the mis-tagging efficiency scale factors
for c-jets with the single-cut working point of 70% efficiency [173]. The uncertainties are provided in the individual
pT bins.

pT bin (25 GeV,40 GeV) (40 GeV,65 GeV) (65 GeV,140 GeV)

MC statistics ± 1.6 ± 1.5 ± 1.5
Fit model non-closure ± 3.1 ± 3.1 ± 3.1

tt̄ modelling ± 5.5 ± 7.1 ± 3.0
tt̄+HF ± 2.5 ± 1.6 ± 0.1

Other backgrounds ± 0.9 ± 0.6 ± 0.6
Pile up ± 0.6 ± 0.2 ± 0.3

Jets ± 1.2 ± 0.8 ± 1.8
Lepton + Emiss

T ± 0.4 ± 0.3 ± 0.8
b-jet tagging SF ± 2.0 ± 0.8 ± 0.5

light-jet mistag SF ± 2.1 ± 2.0 ± 3.6
Systematic uncertainty ± 7.8 ± 8.4 ± 6.3
Statistical uncertainty ± 5.0 ± 3.9 ± 3.8

Total uncertainty ± 9.3 ± 9.2 ± 7.3

Calibration of the b-tagging efficiency for light-jets

The calibration of the b-tagging efficiency for light-jets is done in two ways: negative-tagging method and
adjusted-MC method. While these are detailed in Ref. [175], only outline is described in this section.

The b-tagging relies on parameters such as signed impact parameters (d0,z0) of tracks which show
asymmetric distributions around 0 due to the lifetime and the mass of b-hadrons (in other words, these
parameters show positive values so that the position of the secondary vertex should be consistent with
the direction of a jet). The negative-tagging method relies on an assumption that the mis-tagging of
light-jets is caused by the finite resolution of the tracking. As such, the variables are expected to show
symmetric distributions for light-jets. Thus, inverting these parameters in the b-tagging algorithm almost
does not change the efficiency for light-jets. Contrary, the negative-tagging method shows the much lower
efficiency for b- and c-jets compared to the normal b-tagging algorithm, and they are comparable with
light-jets. Based on the assumption of the equal efficiency of the normal b-tagging and the negative-tagging
for light-jets, and the assumption of the equal efficiency of the negative-tagging for b-, c- and light-jets,
the b-tagging efficiency for light-jets can be estimated both in data and simulation by computing the
negative-tag rate for jets including c- and b-jets allowing residual effects. The residual effects can arise
because of two reasons: the difference of the impact parameter distributions among the jet flavors, and the
real displaced vertices from long-lived particles (KS , Λ or photon conversion) in light-jets. These residual
effects are evaluated with simulation. The evaluated b-tagging efficiency and the scale factors for light-jets
are shown in Figure E.2. The systematic uncertainties on the efficiency scale factors are broken down
into: uncertainty on the fraction of heavy-flavor jets; uncertainty on the amount of displaced vertices in
light-jets; stability against variation of the event selection used in the estimation. These contributions are
summarized in Table E.2.

The adjusted-MC method takes a bottom-up approach, and give understanding on the difference between
data and simulation, and a cross-check of the negative-tagging method. As hypothesized in the negative-
tagging method, the mis-tagging of light-jets is caused by the finite resolution of the tracking. The
resolution is worse in data than in simulation, and this results in higher efficiency of the mis-tagging rate in
data. The adjusted-MC method adjusts the tracking performance in simulation to that of data to improve
the agreement of data and simulation in certain variables before evaluating b-tagging probabilities. The
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Figure E.2: Left: mis-tagging efficiency for light-jets with the single-cut working point of 70% efficiency as a
function of pT [175]. Right: scale factors of the mis-tagging efficiency for light-jets with the single-cut working point
of 70% efficiency as a function of pT. The efficiency and the scale factors derived with the negative-tagging method
independently in the regions, |η | < 1.2 and 1.2 < |η | < 2.5. The results for |η | < 1.2 are shown.

Table E.2: Breakdown of the contributions to the uncertainty on the mis-tagging efficiency for light-jets with the
single-cut working point of 70% efficiency [175]. The uncertainties are derived in the individual pT bins with the
negative-tagging method. “cen” and “fwd” represent the central (|η | < 1.2) and forward (1.2 < |η | < 2.5) regions.
“calibration” represents the uncertainties in the calibration of jets. “HF-related” represents the uncertainties on the
fraction of heavy-flavor jets. “IP,fakes” represents the uncertainties on the resolution of the impact parameters and the
rate of fake tracks. “vertices” represents the uncertainties on the amount of displaced vertices in due to interactions
with material and strange hadrons. “sample” represents the uncertainties in parton shower modelling derived by
comparing with alternative samples. “pileup” represents the uncertainties in the profile of the pileup.

pjetT [GeV] 20-60 60-100 100-200 200-300 300-500 500-750 750-1000 1000-3000

|ηjet| range cen fwd cen fwd cen fwd cen fwd cen fwd cen fwd cen fwd cen fwd

mistag (%) 0.6 0.8 0.4 0.9 0.4 0.6 0.5 0.9 0.7 0.9 0.6 0.7 1.2 1.3 1.9 2.2

data/MC 2.1 2.2 1.6 2.8 1.8 1.9 1.7 1.8 1.7 1.7 1.8 2.0 2.1 2.1 2.2 2.4

statistical uncertainties (%, relative)

data ⊕ MC ±16 ±19 ±16 ±18 ±7 ±9 ±3 ±5 ±2 ±4 ±2 ±4 ±2 ±4 ±2 ±6

jet uncertainties (%, relative)

calibration +12
−19

+8
−20

+12
−2

+11
−10

+9
−6

+11
−5

+5
−2

+4
−7

+2
−3

+6
−5 ±2 +4

−3 ±3 +4
−3

+3
−2

+3
−4

HF-related +11
−20

+6
−17

+9
−12

+7
−9

+12
−15

+10
−16

+12
−17

+11
−17

+12
−19

+11
−15

+12
−20

+10
−22

+11
−25

+10
−31

+10
−30

+9
−26

tracking uncertainties (%, relative)

IP, fakes +17
−1

+14
−1 +27 +22 +34

−3
+29
−3

+27
−4

+25
−4

+22
−5

+20
−4

+18
−9

+15
−8

+17
−12

+13
−10

+19
−18

+16
−15

vertices +2
−1 +3 +4

−1
+3
−1

+6
−3

+4
−2

+6
−5

+5
−5

+7
−5 ±5 +6

−5 ±5 ±5 ±5 +5
−4 ±3

other uncertainties (%, relative)

sample ±5 ±5 ±5 ±5 ±5 ±5 ±5 ±5 ±5 ±5 ±5 ±5 ±5 ±5 ±5 ±5
pileup +8

−7
+6
−13

+0
−8

+1
−5

+0
−3

+1
−7 +1 +2

−1 +1 ±1 < 1 ±1 +1 +3−4
+2
−1

+3
−2

total +28
−33

+26
−36

+36
−22

+31
−23

+39
−19

+34
−21

+31
−19

+29
−21

+27
−21

+25
−18 ±23 +20

−24
+22
−29

+19
−34

+23
−35

+21
−32

difference between the adjusted b-tagging efficiency for light-jets (εadjusted MC
light ) and the nominal b-tagging
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efficiency (εnominal MC
light ) provides a scale factor of the b-tagging efficiency for light-jets as

SFlight =
ε
adjusted MC
light

εnominal MC
light

. (E.1)

The adjustment in a simulation sample includes smearing of impact parameters d0 and z0, an adjustment of
the fraction of the tail of the IP distribution, an adjustment of the fake-track reconstruction probability, and
an adjustment of the fraction of strange hadrons. The evaluated scale factors of the b-tagging efficiency
agree with the result of the negative-tagging method as shown in Figure E.3. Uncertainty is considered for
each adjustment above. In addition, uncertainty on the modelling of parton shower is taken into account.
The contributions to the uncertainty are summarized in Table E.3.
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Figure E.3: Comparison of the scale factors of the mis-tagging efficiency for light-jets for the negative-tagging
method (black points and the green area) and the adjusted-MC method (blue) [175]. The scale factors as functions of
pT are derived with the single-cut working point of 70% efficiency in |η | < 1.2 and 1.2 < |η | < 2.5, while |η | < 1.2
is shown. In both methods, the bars indicate the statistical uncertainties and the areas indicates the total uncertainties.

Table E.3: Breakdown of the contributions to the uncertainty of the scale factors of the mis-tagging efficiency for
light-jets [175]. The scale factors for the single-cut working point of 70% efficiency are derived with the adjusted-MC
method in the individual pT bins. “cen” represents the central region (|η | < 1.2), and “fwd” represents the forward
region (1.2 < |η | < 2.5).

pjetT [GeV] 20–30 30–60 60–100 100–180 180–300 300–500 500–1000 1000–3000
|ηjet| range cen fwd cen fwd cen fwd cen fwd cen fwd cen fwd cen fwd cen fwd

SF 2.2 2.1 3.2 2.2 2.7 2.3 2.4 2.0 1.7 1.5 1.6 1.5 1.6 1.6 1.8 1.7
Stat. error 0.2 0.2 0.3 0.1 0.2 0.1 0.1 0.08 0.03 0.03 0.02 0.02 0.02 0.04 0.01 0.03
Syst. error 0.5 0.5 0.9 0.5 0.6 0.4 0.5 0.4 0.4 0.3 0.3 0.3 0.4 0.4 0.5 0.5
Total error 0.5 0.6 1.0 0.5 0.7 0.4 0.5 0.4 0.4 0.3 0.3 0.3 0.4 0.4 0.5 0.5

Parton-shower (%) 2 0.1 16 5 0.3 5 12 2 10 6 10 3 3 8 3 0.7
d0 smearing unc. (%) 6 17 13 10 17 8 10 8 12 5 9 6 9 5 9 7
z0 smearing unc. (%) 13 7 0.6 4 4 2 5 2 7 6 5 5 4 4 3 4
Fake-track rate (%) 3 5 5 7 4 9 8 11 9 12 11 15 16 20 24 27
Strange-had. frac. (%) 8 4 9 5 7 7 7 7 6 3 4 3 4 2 2 2
Material interaction (%) 0.4 1 3 5 4 2 7 5 7 6 6 6 6 4 4 2
IP-tail variations (%) 13 18 12 14 11 8 8 8 2 0.5 1 1 0.6 2 3 3
d0,z0 correlation (%) 3 4 12 1 6 0.1 3 3 11 6 6 5 6 1 2 3
Total relative err. (%) 23 28 30 22 25 18 23 19 24 18 21 19 21 23 27 28
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F On the elimination of the signal uncertainties in
the cross-section measurement

To understand the implication of Eqs. 8.7 and 8.8, they are explained combining with Table 8.5 and 8.6
some examples below. For the measurement of WH in the pVT ≥ 250 GeV bin, the residual uncertainties
are calculated as:

δares,i =
(δai − δ

a
250×400) × σ250×400 + (δ

a
i − δ

a
≥400) × σ≥400

σ250×400 + σ≥400
(F.1)

The residual effect of the uncertainty associated to the boundary |yHiggs | = 2.5 is:

δ
y
res,i = 0 (∵ δyi = ∆

y/σ[0,∞) for ∀i ∈ {250 × 400, ≥ 250}), (F.2)

where ∆ is the uncertainty summarized in Table 8.5. Thus, this uncertainty is eliminated from the
measurement. On the other hand, the residual effect of the uncertainty on the [250,400] bin and associated
to the boundary pVT = 400 GeV is:

δ400
res,250×400 = −∆

400 ×

(
1 +

σ≥400
σ250×400

)
× σ−1

≥250 (F.3)

The effect is not fully eliminated for this uncertainty as it creates a variation of the shape in the pVT ≥ 250GeV
bin.

For the measurement of WH in the 150 ≤ pVT < 250 GeV bin, the residual effect of the uncertainty
associated to the boundary pVT = 250 GeV are

δares,150×250 =
(δa150×250 − δ

a
150×250) × σ150×250

σ150×250
= 0 (F.4)

This simply means that the systematic uncertainty associated to the internal pVT shape in the bin is neglected.
If it is considered, further uncertainty is introduced. Actually, an uncertainty related to the number of jets
provides finer splits in the pVT regions, and the uncertainty associated to the boundary acts as the leading
contribution in the bin.

For the measurement of ZH in the 150 ≤ pVT < 250 GeV bin, it is important that the overall cross-section
of qq→ ZH plus gg → ZH are measured but uncertainties are separately evaluated for the subprocesses.
Thus, the uncertainties that can be eliminated are the merged ones that affect the overall ZH processes, and
written as

δmerged-bin =
δa
QQ,150×250 × σQQ,150×250 + δ

a
GG,150×250 × σGG,150×250

σQQ,150×250 + σGG,150×250
(F.5)

The general expression for the residual uncertainties becomes

δares,i =
(δai − δ

a
QQ,150×250) × σQQ,150×250 + (δ

a
i − δ

a
GG,150×250) × σGG,150×250

σQQ,150×250 + σGG,150×250.
(F.6)
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The effects of the uncertainties associated to the boundary |yHiggs | = 2.5 are

δ
QQ,y
res,QQ,150×250 =

δ
QQ,y
QQ,150×250 × σGG,150×250

σQQ,150×250 + σGG,150×250
(∵ δQQ,y

GG,150×250 = 0), (F.7)

δ
GG,y
res,QQ,150×250 =

δ
GG,y
QQ,150×250 × σQQ,150×250

σQQ,150×250 + σGG,150×250
(∵ δGG,y

QQ,150×250 = 0). (F.8)

Notice that even the overall uncertainties are not eliminated since they affect the fraction of the qq→ ZH
and gg → ZH processes.
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G Details of the background modeling
uncertainties

G.0.1 Top-pair (t t̄) production

The cross-section of the tt̄ at
√

s = 13TeV is calculated at NNLO+NNLL (QCD) accuracy with top++2.0
[109, 176–181]. The cross-section is σt t̄ = 831.76+40

−46 = pb. The uncertainties on PDF and αS are
derived using the PDF4LHC prescription [44] with the MSTW2008 68% CL NNLO [182, 183], CT10
NNLO [184, 185] and NNPDF2.3 5f FFN [77] PDF sets. The PDF uncertainty is ±35.06 pb, and the QCD
scale variations are +19.77

−29.20 pb.

Since the 0- and 1-lepton channels rely on the Monte Carlo simulation, systematic uncertainties need to be
taken into account. The 2-lepton channel adopts the data-driven estimation detailed in Sections 7.2.2 and
9.2.2. Thus, no additional uncertainty needs to be considered.

The overall normalization factors for 2-jet and 3-jets regions are determined during the fit process using the
control regions.

An acceptance (extrapolation) uncertainty is considered to account for the difference of the normalization
factor between the 0- and 1-lepton channels. This uncertainty is evaluated by comparison of parton shower
modelling (Powheg+Pythia8 vs Powheg+Herwig7), matrix element calculation (Powheg+Pythia8
vs Madgraph5_aMC@NLO+Pythia8) and radiation uncertainties (different radiation parameters in
Powheg+Pythia8). The acceptance uncertainties among the pVT categories are covered by uncertainties on
the pVT shape. The acceptance uncertainties among the signal regions (SRs) and the control regions (CRs)
are covered by uncertainties evaluated with the BDTr method. The implementation of the uncertainties on
the normalization is summarized in Table G.1.

To account for possible mismodeling of flavor compositions and difference of the acceptance among
the flavor components (bb, bc, other = bl, cc, cl, ll), uncertainties of the flavor composition should be
considered. The uncertainties are evaluated for according to Eqs. 8.3, and summarized in Table G.2.

Table G.1: Uncertainties on the normalization of the tt̄ background. The overall normalization uncertainty accounts
for variations of the overall cross-section and the acceptance. The rest of the uncertainties cover residual uncertainties
on the difference of the normalization factors (acceptance corrections) among the categories.

Channel Implementation
Overall 0-/1-lepton Floating normalization
SR, high-∆R-CR, low-∆R-CR acceptance 0-/1-lepton Covered by BDTr shape uncertainties
pVT region acceptance 0-/1-lepton Covered by pVT shape uncertainties
Extrapolation from 1-lepton to 0-lepton 0-lepton 8%
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Table G.2: Flavor uncertainties associated to variations of the matrix element and the parton shower modelling in
the regions. The uncertainties on the relative acceptance corrections for the bc and others (bl, cc, cl, ll) with respect
to the bb component are shown.

Channel Systematic source 2-jet 3-jet
bc other bc other

0-lepton
Matrix Element +8.2% – +7.6% –

– −6.36% – −2.8%

Parton Shower −2.1% – −3.2% –
– −13.2% – −5.6%

1-lepton
Matrix Element +1.3% – +3.8% –

– +3.3% – +5.7%

Parton Shower +7.1% – +1.5% –
– +0.3% – +2.1%

To evaluate the shape uncertainties, the hybrid multidimensional parametrization is adopted. pVT shape
uncertainties are derived by comparison to two alternative samples: Powheg+Herwig7 for the PS/UE
modelling and Madgraph5_aMC@NLO+Pythia8 for difference in matrix element. They are derived
for the 0- and 1-lepton channels; 2-jet and 3-jet; flavor compositions (bb, bc, others = bl, cc, cl, ll). The
difference of the pVT distribution among the Monte Carlo samples are shown in Table G.1. Only the
largest difference derived by Madgraph5_aMC@NLO+Pythia8 is taken. After re-weighting the nominal
sample by the pVT re-weighting function, training is performed by comparing to the same two alternative
samples. They are derived for the 0- and 1-lepton channels; 2-jet and 3-jet; flavor components. Figures
G.2 and G.3 show that difference in the mbb̄ and ∆Rbb̄ distributions between the samples are covered
by systematic uncertainties derived with the multidimensional parametrization. As mentioned above,
the pVT shape uncertainty covers the acceptance uncertainties among pVT categories, and the shape of the
multidimensional parametrization cover the acceptance uncertainties among the SRs and the CRs.
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Figure G.1: pVT shape uncertainties in the 1-lepton channel for all flavour categories combined (bb, bc and oth.) and
for 1-lepton (left) and 0-lepton (right) in the 2-jet category. The pVT distribution is shown in blue for Powheg+Pythia8,
in red for Madgraph5_aMC@NLO+Pythia8 and in green for Powheg+Herwig7. The pVT shapes are derived from
fits to the ratio between the red and blue histograms and plotted in the black curves in the bottom pane.
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Figure G.2: The mbb̄ and ∆Rbb̄ distributions of the nominal Powheg+Pythia8 and re-weighted samples are
compared to those of the Madgraph5_aMC@NLO+Pythia8 sample in the 1-lepton channel. The pVT distribution is
shown in blue for Powheg+Pythia8 and in red for Madgraph5_aMC@NLO+Pythia8. The green graph shows
Powheg+Pythia8 re-weighted by the systematic variation with the multidimensional parametrization. The purple
graph shows Powheg+Pythia8 re-weighted by the systematic variation for pVT The green graph shows agreement
with Madgraph5_aMC@NLO+Pythia8.
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Figure G.3: The mbb̄ and ∆Rbb̄ distributions of the nominal Powheg+Pythia8 and re-weighted samples are
compared to those of the Madgraph5_aMC@NLO+Pythia8 sample in the 0-lepton channel. The pVT distribution is
shown in blue for Powheg+Pythia8 and in red for Madgraph5_aMC@NLO+Pythia8. The green graph shows
Powheg+Pythia8 re-weighted by the systematic variation with the multidimensional parametrization. The purple
graph shows Powheg+Pythia8 re-weighted by the systematic variation for pVT The green graph shows agreement
with Madgraph5_aMC@NLO+Pythia8.

205



G.0.2 W + jets production

To cover uncertainties on the overall cross-section, floating normalization factors are used for W +heavy-
flavor (bb, bc, bl, cc) jets in the 2-jet and 3-jet regions separately. The normalization uncertainties are
assigned to W + cl and W + ll. Since these backgrounds are less than 1%, the uncertainties on the overall
normalization are sufficient.

Acceptance (extrapolation) uncertainties are evaluated to account for the difference of the normalization
factor between 0- and 1-lepton channels. The uncertainty is derived from comparison of Sherpa and
Madgraph5_aMC@NLO+Pythia8. 5% normalization uncertainty is assigned to the 0-lepton channel
as shown in Table G.3. The acceptance uncertainty among pVT categories is covered by the pVT shape
uncertainties. The acceptance uncertainty for the SRs and the CRs is derived by comparison of Sherpa
and Madgraph5_aMC@NLO+Pythia8, scale and PDF variations.

A flavor composition uncertainty is considered to account for the uncertainty on the fraction of the bc, bl, cc
components with respect to the bb component. The QCD scale variations, the PDF uncertainties, and the
comparison of Sherpa vs Madgraph5_aMC@NLO+Pythia8 are considered. The difference between
Sherpa and Madgraph5_aMC@NLO+Pythia8 is taken since it creates the largest variation. The sizes of
the uncertainties are summarized in Table G.4.

To evaluate the shape uncertainties, the hybrid multidimensional parametrization is adopted. As explained
in Section 8.2.1, the uncertainty on the pVT shape and the other variables are derived. Both the uncertainties
are derived by comparison of Sherpa and Madgraph5_aMC@NLO+Pythia8 (both variation for the
matrix element and the parton shower modelling are covered). Both uncertainties are evaluated for 2 and
3-jets and the flavor components. The pVT shape uncertainty is shown in the left plot of Figure G.4. This
uncertainty is derived in the 1-lepton channel. Since the 0-lepton and 1-lepton channels show consisten
shapes, the same shape derived in the 1-lepton channels is applied to both the 0- and 1-lepton channels. The
pVT shape uncertainty covers the acceptance uncertainties among the pVT categories. The shape uncertainties
from the multidimensional parametrization are derived in the 0- and 1-lepton channels individually and

Table G.3: Normalization uncertainties for the W + jets background. The overall normalization uncertainties account
for variations of the overall cross-section and the overall acceptance. The rest of the uncertainties cover residual
uncertainties on the difference of the normalization factors (acceptance corrections) among the categories.
Systematic uncertainty Process Channel Implementation

low-∆R-CR, 2-jets SR, 2-jets high-∆R-CR, 2-jets low-∆R-CR, 3-jets SR, 3-jets high-∆R-CR, 3-jets
Overall normalization W + ll 0-/1-lepton 32%
Overall normalization W + cl 0-/1-lepton 37%
Overall normalization W + hf 0-/1-lepton Floating normalization
SR, high-∆R-CR, low-∆R-CR acceptance W + hf 0-lepton -7.7% - +14.9% -5.6% - +7.0%
SR, high-∆R-CR, low-∆R-CR acceptance W + hf 1-lepton -11.5% - +14.8% -3.6% - +5.1%
Extrapolation from 1-lepton to 0-lepton W + hf 0-lepton 5% 5% - - - -
pVT region acceptance W + hf 0-/1-lepton Covered by pVT shape uncertainties

Table G.4: Flavor composition uncertainties for the W + jets background are shown for the 0- and 1-lepton channels.
The uncertainties on the bc, cl, cc components with respect to the bb component are shown.

Flavor ratio Size
0-lepton 1-lepton

W + bc/W + bb 15% 30%
W + bl/W + bb 10% 30%
W + cc/W + bb 26% 23%
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applied to the same regions where the training is done. The obtained shape uncertainties are shown in
Figures G.5 and G.6. These shape uncertainties only cover the shape uncertainties in the SRs.
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Figure G.4: The pVT distribution of the nominal Sherpa sample and the alternative Mad-
graph5_aMC@NLO+Pythia8 sample in the 2-jet region of the 1-lepton channel (left). The green histogram shows
the Sherpa sample re-weighted by the pVT shape, and it agrees with the alternative prediction. In the right plot, the
ratio of the Madgraph5_aMC@NLO+Pythia8 with respect to Sherpa is shown for 0-lepton in Emiss

T and 1-lepton
in pVT . The two graphs agree within the uncertainties but the error is much larger for the 0-lepton channel.
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Figure G.5: Thembb̄ and∆Rbb̄ distributions of the nominal Powheg+Pythia8 and re-weighted samples are compared
to those of the Madgraph5_aMC@NLO+Pythia8 sample in the 1-lepton channel. The sample re-weighted by the
pVT -factorized multidimensional parametrization shows agreement with Madgraph5_aMC@NLO+Pythia8.
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Figure G.6: Thembb̄ and∆Rbb̄ distributions of the nominal Powheg+Pythia8 and re-weighted samples are compared
to those of the Madgraph5_aMC@NLO+Pythia8 sample in the 0-lepton channel. The sample re-weighted by the
pVT -factorized multidimensional parametrization shows agreement with Madgraph5_aMC@NLO+Pythia8.
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Figure G.7: The BDT distributions of the nominal Powheg+Pythia8 and re-weighted samples are compared
to those of the Madgraph5_aMC@NLO+Pythia8 sample in the 1-lepton (left) and 0-lepton (right) channels.
The sample re-weighted by the pVT -factorized multidimensional parametrization shows agreement with Mad-
graph5_aMC@NLO+Pythia8.
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G.0.3 Z + jets production

The uncertainties on the overall cross-section are covered by the four floating normalizations in the 2-jet
and 3-jet, and pVT < 150 GeV and pVT > 150 GeV regions. Normalization uncertainties are applied to
Z + cl and Z + ll-jets and they are sufficient due to the small contribution less than 1%.

Acceptance (extrapolation) uncertainties are taken into account to cover the uncertainty on the difference in
the normalization factor between the 0- and 2-lepton channels. It is derived by comparing Sherpa and
Madgraph5_aMC@NLO+Pythia8, and internal variations in Sherpa. 7% normalization uncertainty is
applied in the 0-lepton channel. The acceptance uncertainties across the SRs and the CRs are evaluated
with the internal variations within Sherpa and summarized in Table G.5. These MC-based uncertainties
are treated independently in pVT < 150 GeV and pVT > 150 GeV in the fit.

Flavor composition uncertainties are considered to account for the uncertainties on the relative normal-
ization of bc, cl, cc with respect to bb. The uncertainties are dominated by comparison of Sherpa and
Madgraph5_aMC@NLO+Pythia8. The sizes of the uncertainties are summarized in Table G.6.

To evaluate the shape uncertainties, the one-dimensional parametrization described in Section 8.2.1 is
adopted. Since the top backgrounds (tt̄ and single-top productions) in the 2-lepton channel is estimated
by the data-driven method, the Z + jets process is the single component background of the 2-lepton
channel. Thus, data-driven evaluation of shape uncertainties of Z + jets is available using the data in
the side-band region of the mbb̄ as described below. Difference in the pVT and mbb̄ shapes between the
data and the nominal Sherpa are evaluated after subtraction of the data templates in eµ control regions
(data-driven top background) and the non-Z + jets MC templates (diboson and W + jets) from the data
templates in the SRs. This comparison is performed after removing the events within the mass window
80 GeV < mbb̄ < 140 GeV to avoid using any information of data sensitive to the signal. The evaluation of
the shape uncertainties are performed using events in the SRs and the CRs; 2-jet and 2-jet; pVT > 75 GeV.

Table G.5: Normalization uncertainties for the Z + jets background. The overall uncertainties account for variation
of the overall cross-section and the overall acceptance. the rest of the uncertainties cover residual uncertainties on the
difference of the normalization factors (acceptance corrections) among the categories.
Systematic uncertainty Process Channel Implementation

low-∆R-CR, 2-jets SR, 2-jets high-∆R-CR, 2-jets low-∆R-CR, 3-jets SR, 3-jets high-∆R-CR, 3-jets
Overall normalization Z + ll 0-/2-lepton 18%
Overall normalization Z + cl 0-/2-lepton 23%
Overall normalization Z + hf 0-/2-lepton Floating normalization
SR, low-∆R-CR acceptance Z + hf 0-lepton -6.0% - - -6.6% - -
SR, low-∆R-CR acceptance Z + hf 2-lepton -9.9% - - -3.8% - -
SR, high-∆R-CR acceptance Z + hf 0-lepton - - +3.8% - - +3.9%
SR, high-∆R-CR acceptance Z + hf 2-lepton - - +2.7% - - +4.1%
Extrapolation from 2-lepton to 0-lepton Z + hf 0-lepton 7%
pVT region acceptance Z + hf 0-/1-lepton Covered by pVT shape uncertainties

Table G.6: Flavor composition uncertainties of the Z + jets background are shown for the o- and 2-lepton channels.
The uncertainties on the bc, cl, cc components with respect to the bb component are shown.

Flavor ratio Size
0-lepton 2-lepton, 2-jets 2-lepton, ≥ 3-jets

Z + bc/Z → bb 40% 40% 30%
Z + bl/Z → bb 25% 28% 20%
Z + cc/Z → bb 15% 16% 13%
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Re-weighted functions are derived so that the nominal sample reproduces the distributions of the data. The
difference of the nominal MC sample and the data, and the derived weighted functions are shown in Figures
G.8 and G.9. Determined functional forms are −0.197 log10(p

V
T /50) + 1.06 and 0.936 + 0.000481mbb̄,

where pVT and mbb̄ are defined in GeV. The pVT shape variation covers the acceptance uncertainty across the
pVT regions. On the other hand, instead of the mbb̄ shape variation, the acceptance uncertainties across
the SRs and the CRs are covered by the MC driven acceptance uncertainties mentioned above. Thus, the
data-driven mbb̄ shape uncertainty only acts in the SRs. The uncertainties on the mbb̄ and pVT shapes and
acceptance uncertainties across the SRs and the CRs are treated independently in pVT < 150 GeV and
pVT > 150 GeV in the fit.

G.0.4 Diboson production

The diboson samples are normalized to the cross-sections of the generators (Sherpa 2.2.1), which provides
a calculation at NLO (for 0,1 extra partons) and LO (for ≥ 2 extra partons). The uncertainties on the overall
cross-sections are derived by variations of the renormalization and factorization scales within Sherpa and
comparison of Sherpa and Powheg+Pythia8. These uncertainties are same as in Ref. [186], and the sizes
of the uncertainties are 25%, 26% and 20% for WW , W Z and Z Z , respectively. They are summarized in
Table G.7.

Unlike the dominant backgrounds where the correction of the overall acceptance is absorbed by the floating
normalization.

As described above, it is necessary to take into account uncertainties that changes the overall acceptance
(normalization) because the overall cross-sections are constrained to the predictions. Sherpa and
Powheg+Pythia8 are compared to evaluate the uncertainties. Powheg+Pythia8 and Powheg+Herwig++
are also compared as the PS/UE uncertainty.

Other acceptance (extrapolation) uncertainties are evaluated to account for differences among the categories
(the SRs and the CRs; 2-jet and 3-jet). The uncertainties are derived by scale variations in Sherpa
(exploiting Stewart-Tackman method [148]) and comparison of Powheg+Pythia8 and Powheg+Herwig7.
The extrapolation uncertainties across the lepton channels are evaluated by comparison of Sherpa and
Powheg+Pythia8. The uncertainties have sizes of 11% for the extrapolation of W Z from the 1-lepton to
the 0-lepton channel, and 6% for the extrapolation of Z Z from the 2-lepton to the 0-lepton channel. The
numbers are summarized in Table G.8.

To evaluate the shape uncertainties, the one-dimensional parametrization is adopted for the mbb̄ and pVT
shapes. The same systematic sources are considered as the overall acceptance uncertainties.

G.0.5 Single top production

The t, s-channels are normalized to the NLO calculation while the Wt sample is normalized to the NNLO
calculation. To evaluate the uncertainties on the overall cross-sections, variations of the renormalization

Table G.7: Uncertainties on the overall cross-sections of the diboson processes, WW , W Z and Z Z .
Systematic uncertainty WW W Z Z Z
Overall normalization 25% 26% 20%
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Figure G.8: Comparison of the Sherpa sample and the data after the subtraction of the data from the eµ control
region and the non-Z + jets MC backgrounds in the pVT distributions. The black curves in the bottom panes represent
a function fitted to the ratio in the ≥2-jet region, and defines the pVT shape uncertainty. The analytic expression is
−0.197 log10(p

V
T ( GeV)/50) + 1.06 as also indicated in the plots.
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Figure G.9: Comparison of the Sherpa sample and the data after the subtraction of the data from the eµ control
region and the non-Z + jets MC backgrounds in the mbb̄ distributions. The black curves in the bottom panes represent
a function fitted to the ratio in the ≥2-jet region, and defines the mbb̄ shape uncertainty. The analytic expression is
0.936 + 0.000481mbb̄ as also indicated in the plots.
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Table G.8: Acceptance uncertainties on the diboson processes. The overall (relative) uncertainties account for
the uncertainties on the overall (relative) acceptance corrections. The extrapolation uncertainties account for the
relative normalization between the indicated channels. The extrapolation uncertainties consider all the sources of the
uncertainties described for the diboson backgrounds except the scale uncertainty on the Z Z production. The Scale
uncertainty on the Z Z process is covered by the uncertainty associated to the ≥4-jet veto listed in Table G.8.

Systematic source Acceptance Z Z → νν̄bb̄ W Z → `νbb̄ Z Z → `+`−bb̄
2-jets 3-jets 2-jets 3-jets 2-jets ≥3-jets

UE/PS Overall acceptance 5.6% 5.6% 3.9% 3.9% 5.8% 5.8%
Relative acceptance for 2-jets and 3-jets - 7.3% - 10.8% - 3.1%

QCD scale
Acceptance of 2-jet 10.3% - 12.7% - 11.9% -
Acceptance of 3-jets -15.7% +17.4% -17.7% +21.2% -16.4% +10.1%
≥ 4-jets veto - +18.2% - +19.0% - -

All sources Extrapolation from 1-lepton to 0-lepton 11% 11% - - - -
Extrapolation from 2-lepton to 0-lepton 6% 6% - - - -

and factorization scales, αS and PDF are derived as in Ref. [186]. As summarized in Table G.9, the
uncertainties are 4.4%, 4.6% and 6.2% for the t-, s- and Wt-channels, respectively.

Acceptance uncertainties are defined as the sums in quadrature of comparison of the diagram sub-
traction and diagram removal in Powheg+Pythia6, comparison of Powheg+Pythia6 and Mad-
graph5_aMC@NLO+Herwig++, comparison of Powheg+Pythia6 and Powheg+Herwig++, and
radiation variation in Powheg+Pythia6. The uncertainties explain either the overall acceptance or the
relative acceptances. As summarized in Table G.10, these uncertainties are evaluated separately in the 2-
and 3-jet regions, and for the flavor combination (bb or others).

To evaluate the shape uncertainties, the one-dimensional parametrization is adopted for mbb̄ and pVT . The
uncertainties are defined as the largest variations among: comparison of diagram subtraction and diagram re-
moval in Powheg+Pythia6, comparison of Powheg+Pythia6 and Madgraph5_aMC@NLO+Herwig++,
comparison of Powheg+Pythia6 and Powheg+Herwig++, and radiation variation in Powheg+Pythia6.
The chosen sources for the Wt- and t-channel are summarized in Table G.12.

Table G.9: Uncertainties on the overall cross-sections for the single-top production in the Wt-, t- and s-channels.
Wt-channel t-channel s-channel

6.2% 4.4% 4.6%

Table G.10: Acceptance uncertainties for the single top Wt-channel. The uncertainties cover both the overall
acceptance correction and the relative acceptance corrections.

Systematic uncertainties Wt → bb̄ Wt → oth.
2-jets 3-jets 2-jets 3-jets

Diagram subtraction vs diagram removal -49.1% -44.4 % +0.4% -2.2%
Powheg+Pythia6 (RadLo) -4.2% -4.6 % +6.0% +0.3%
Powheg+Pythia6 (RadHi) +9.8% +1.6 % -5.2% +1.1%
Powheg+Herwig++ -10.9% -16.3 % -20.1% -17.0%
Madgraph5_aMC@NLO+Herwig++ -19.3% +17.6 % +10.7% +12.4%
Total 54.9% 50.7% 24.1% 21.2%
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Table G.11: Acceptance uncertainties for the single top t-channel. The uncertainties cover both the overall acceptance
correction and the relative acceptance corrections.

Systematic uncertainty 2-jets 3-jets
Powheg+Pythia6 (RadLo) +0.7 % +2.1 %
Powheg+Pythia6 (RadHi) +0.5 % -3.8 %
Powheg+Herwig7 (PH7) -10.6 % -19.2 %
Madgraph5_aMC@NLO+Herwig++ (aMC) +13.1 % +3.2 %
Total 16.8% 19.9%

Table G.12: Summary of the shape uncertainties on the indicated variables for the single top productions in Wt- and
t-channels.

Process Variable Source

Wt channel, Wt → bb̄
pVT Powheg+Pythia6 with diagram subtraction

mbb̄ Powheg+Pythia6 with diagram subtraction
mtop Powheg+Pythia6 with diagram subtraction

Wt channel, Wt → oth.
pVT Powheg+Pythia6 with diagram subtraction

mbb̄ Powheg+Herwig++
mtop Powheg+Pythia6 with diagram subtraction

t-channel pVT Powheg+Herwig++
mbb̄ Powheg+Pythia6 |radHi-radLo|
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H Fundamentals of likelihood ratio tests

The mathematical foundation of the compatibility test is so-called likelihood-ratio test. This test is
approximated to the chi-squared test when a considered sample is large.

The probability density function (PDF) is given as f (x;α, θ), where x is a variable that can be a vectorial
quantity, and α = {αi}i=1, · · · ,k and θ = {θi}i=1, · · · ,` are sets of quantities that parametrize the PDF. When
data points {x} = {xi}i=1, · · · ,n are observed, the likelihood is defined as

L({x}|α, θ) =
n∏
i=1

f (xi |α, θ). (H.1)

The null hypothesis is represented by the constraint such as α = α0, and an alternative hypothesis is
represented by removing the constraint.

A test statistic is defined as1:

qα = − ln
L({x}|α, ˆ̂θα)
L({x}|α̂, θ̂)

, (H.2)

where α̂ and θ̂ are the values that minimize the likelihood L({x}|α, θ) without the constraints on α, while
ˆ̂θα are the values that minimize the likelihood under constraints on α. An important feature of the test
statistic is that 2qα distributes like the χ2 distribution with k degree of freedom, where k is the degree of
freedom of the α parameters, when toy datasets are taken from an ensemble [156, 187].

The χ2-distribution with a variable x and k degree of freedom has a probability density as

f (x; k) =
xk/2−1e−x/2

2k/2Γ(k/2)
. (H.3)

The probability of x to be greater than x0 is given by∫ ∞

x0

xk/2−1e−x/2

2k/2Γ(k/2)
dx =

1
Γ(k/2)

∫ ∞

x0/2
tk/2−1e−tdt =

Γ(k/2, x0/2)
Γ(k/2)

(H.4)

Now, the compatibility of the observation to a null hypothesis (represented by α0) is defined as the
probability that a larger fluctuation of the test statistic qα is observed, and the probability is computed by
substituting x0 = 2qα as

Compatibility =
Γ(k/2, qα0)

Γ(k/2)
, (H.5)

where k represents the difference in the degree of freedom of the null hypothesis and an alternative
hypothesis. This can be computed in the ROOT framework as

Compatibility = TMath::Prob(k, 2qα0). (H.6)

1 The test statistic is often defined as −2 ln L({x } |α,
ˆ̂θα )

L({x } |α̂,θ̂)
, but the consistent notation with Chapter 9 is used in this appendix.
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In the special case that α has only 1 degree of freedom, the probability of a variable x to be greater than x0
is given by

Γ(1/2, x0/2)
Γ(1/2)

=
1
√
π

∫ ∞

x0

x1/2−1e−x/2

21/2 dx = 2/
√
π

∫ ∞

√
x0/2

e−t
2
dt = erfc(

√
x0/2). (H.7)

The compatibility of the observation to a null hypothesis (represented by α0) is computed as

Compatibility = erfc(√qα0), (H.8)

where erfc is the error function. This can be computed in the ROOT framework as

Compatibility = TMath::Erfc(√qα0). (H.9)

If α distributes like a normal distribution around the null hypothesis α0, qα0 > x0 is realized when
|α − α0 | > Confidence Interval. If the probability of the maximum likelihood estimate α to be greater than
ᾱ that gives qᾱ = x0 is desired, one should compute erfc(√qα0)/2. This has a particular importance when
one discusses the significance of an excess.
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I Unblinded results detailes

I.1 The VH analysis with the multivariate analysis

Unblinded distributions

The unblinded distributions of the BDTVH in the 75 ≤ pVT < 150 GeV categories of the 2-lepton channel
and (≥)3 jets categories are shown in Figure I.1 and I.2.

Compatibility tests

The dependence of µ on pVT and the number of jets is studied in each lepton channel. Note that the 0-, 1-,
2-lepton, the number of jets, and pVT indicate just the number of the selected leptons and jets.

The test is based on the fact that the ratio of the log-likelihoods of a null-hypothesis and an alternative
hypothesis obeys the chi-square distribution of the additional degree of freedom of the alternative hypothesis
as discussed in Appendix H. The results of the test are shown in Table I.1.
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Figure I.1: Distributions of the BDTVH scores in the categories with 2, ≥ 3 jets and 75 ≤ pVT < 150 GeV of the
2-lepton channel. The stacked histograms show the prediction after the fitting. The red unstacked and unfilled
histograms show the VH signals with the scale factors indicated in the legend. The lower panels show the ratio of the
data and the prediction of the signals and the backgrounds. The hatched bands in the lower and upper panels show
the total uncertainty that includes both the statistical and systematic uncertainties.
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Figure I.2: The distributions of the BDTVH scores in the categories with 3 or ≥ 3 jets and 150 ≤ pVT < 250 GeV,
pVT ≥ 250 GeV of the 0-,1- and 2-lepton channels. The stacked histograms show the prediction after the fitting. The
red unstacked and unfilled histograms show the VH signals with the scale factors indicated in the legend. The lower
panels show the ratio of the data and the prediction of the signals and the backgrounds. The hatched bands in the
lower and upper panels show the total uncertainty that includes both the statistical and systematic uncertainties.
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Figure I.3: Observed signal strengths µbbVH of the VH processes in the categories with the number of jets and pVT .
The µbbVH values for the categories are obtained from the simultaneous fits with the individual signal strengths for
these regions. The combined µbbVH is obtained from the fit with the single signal strength for both of the signals.

Table I.1: Summary of the compatibility of the VH fits using BDTVH when the indicated null hypotheses and the
alternative hypotheses are given.

Null hypothesis Alternative hypothesis Compatiblility
Combined fit Fit separated into WH&ZH 71%
Combined fit Fit separated with the numbers of leptons and jets 90%
Combined fit Fit separated with the numbers of leptons and pVT 99%
SM prediction Fit separated into WH&ZH 93%
SM prediction Fit separated with the numbers of leptons and jets 95%
SM prediction Fit separated with the numbers of leptons and pVT 99%
SM prediction Combined fit 89%
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I.2 The VH analysis with the dijet mass distribution

Unblinded distributions

Compatibility tests

The dependence of µ on pVT and the number of jets is studied in each lepton channel. The signal strengths
in the separated analysis regions are shown in Figure I.6. They show consistent results within their
uncertainties. Note that 0-, 1-, 2-lepton, the number of jets and pVT indicate the number of the selected
leptons and jets; the transverse momentum of the vector boson, and they are not quantities unfolded to any
categories based on truth information. The compatibility test is performed to estimate the quantitative
consistency among the categories, and the consistency of the measurement with the Standard Model
prediction. The results of the compatibility tests are shown in Table I.2.
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Figure I.4: The distributions of the mbb̄ in the categories with 2, ≥ 3 jets and 75 ≤ pVT < 150 GeV of the 2-lepton
channel. The stacked histograms show the prediction after the fitting. The red unstacked and unfilled histograms
show the VH signals with the scale factors indicated in the legend. The lower panels show the ratio of the data and
the prediction of the signals and the backgrounds. The hatched bands in the lower and upper panels show the total
uncertainty that includes both the statistical and systematic uncertainties.

Table I.2: Summary of the compatibility of the VH fits using the mbb̄ distribution when the indicated null hypotheses
and the alternative hypotheses are given.

Null hypothesis Alternative hypothesis Compatiblility
Combined fit Fit separated with the number of leptons 78%
Combined fit Fit separated with the numbers of leptons and jets 73%
Combined fit Fit separated with the numbers of leptons and pVT 99%
SM prediction Fit separated with the number of leptons 87%
SM prediction Fit separated with the numbers of leptons and jets 80%
SM prediction Fit separated with the numbers of leptons and pVT 99%
SM prediction Combined fit 47%
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Figure I.5: The distributions of the mbb̄ in the categories with 3 or ≥ 3 jets and 150 ≤ pVT < 250 GeV, pVT ≥ 250 GeV
of the 0-,1- and 2-lepton channels. The stacked histograms show the prediction after the fitting. The red unstacked
and unfilled histograms show the VH signals with the scale factors indicated in the legend. The lower panels show
the ratio of the data and the prediction of the signals and the backgrounds. The hatched bands in the lower and upper
panels show the total uncertainty that includes both the statistical and systematic uncertainties.
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Figure I.6: Observed signal strengths µbbVH of the VH processes in the categories with number of jets and pVT in the
dijet mass analysis. The µbbVH values for the categories are obtained from the simultaneous fit with the individual
signal strengths for the categories. The combined µbbVH is obtained from the fit with the single signal strength for the
signals in all the categories.

Comparison to the multivariate analysis
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Figure I.7: Comparison of the measured signal strengths from the MVA-based analysis (MVA) and the dijet mass
analyses (DMA). The individual µbbVH values are obtained from the simultaneous fits with the individual signal
strengths for the indicated categories. The combined µbbVH is obtained from the fit with the single signal strength for
the signals in all the categories.
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I.3 The VZ analysis

Unblinded distributions

The unblinded distributions of the BDTVZ in the 75 ≤ pVT < 150 GeV categories of the 2-lepton channel
and (≥)3 jets categories are shown in Figure I.8 and I.9.

Statistical significance

The measurements exclude the background-only hypothesis by considering the hypothesis of the V Z signal
with observed (expected) significance of 10.3 (10.5) standard deviation. The significance with various
signal hypotheses are shown in Table I.3.
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Figure I.8: The distributions of the BDTVZ scores in the categories with 2, ≥ 3 jets and 75 ≤ pVT < 150 GeV of
the 2-lepton channel. The stacked histograms show the prediction after the fitting. The gray unstacked and unfilled
histograms show the diboson signals with the scale factors indicated in the legend. The lower panels show the ratio
of the data and the prediction of the signals and the backgrounds. The hatched bands in the lower and upper panels
show the total uncertainty that includes both the statistical and systematic uncertainties.

Table I.3: Summary of the significance of the excess by the diboson signal hypotheses from the background-only
hypothesis.

Signal hypothesis Expected significance Observed significance
V Z 10.5 10.3
W Z 3.9 2.7
Z Z 9.3 9.4
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Figure I.9: The distributions of the BDTVZ scores in the categories with 3 or ≥ 3 jets and 150 ≤ pVT < 250 GeV,
pVT ≥ 250 GeV of the 0-,1- and 2-lepton channels. The stacked histograms show the prediction after the fitting. The
gray unstacked and unfilled histograms show the diboson signals with the scale factors indicated in the legend. The
lower panels show the ratio of the data and the prediction of the signals and the backgrounds. The hatched bands in
the lower and upper panels show the total uncertainty that includes both the statistical and systematic uncertainties.

225



Compatibility tests

The dependence of µ on the pVT and the number of jets in each lepton channel are shown in Figure I.10. All
the measurements are consistent within their uncertainties. A compatibility test is performed to estimate the
quantitative consistency among categories. The results show fair compatibility of the indicated hypotheses
as shown in Table I.4. Note that 0-, 1-, 2-lepton, the number of jets and pVT indicate just the number of the
selected leptons and jets; the reconstructed transverse momentum of the vector boson, and they are not
quantities unfolded to any truth categories.

I.4 Cross-section measurement

The cross-section times the branching ratio is measured in Section 10.3. The measurements are performed
in the bins with 150 ≤ pVT < 250 GeV and pVT ≥ 250 GeV for WH and 75 ≤ pVT < 150 GeV,
150 ≤ pVT < 250 GeV and pVT ≥ 250 GeV for ZH.

The correlations between the measured cross-sections in the bins are derived as explained in Section
9.1.3 and shown in Figure I.11. The correlations are O(1%) because each analysis category allows for
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Figure I.10: Observed signal strengths µbbVZ of the diboson processes in the categories with number of jets and pVT .
The µbbVZ values for the sub-categories are obtained from the simultaneous fit with the individual signal strengths for
these signals. The combined µbbVZ value are obtained from the fit with the single signal strengths for all the categories.

Table I.4: Summary of the compatibility of the V Z fits when the indicated null hypotheses and the alternative
hypotheses are given.

Null hypothesis Alternative hypothesis Compatiblility
Combined fit (1 POI for V Z) Fit separated into W Z&Z Z 27%
Combined fit (1 POI for V Z) Fit separated with the numbers of leptons and jets 69%
Combined fit (1 POI for V Z) Fit separated with the numbers of leptons and pVT 59%
SM prediction Fit separated into W Z&Z Z 48%
SM prediction Fit separated with the numbers of leptons and jets 77%
SM prediction Fit separated with the numbers of leptons and pVT 67%
SM prediction Combined fit (1 POI for V Z) 62%
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independent measurement.

The breakdown of the contributions to the relative uncertainties on the signal cross-sections in the
measured bins are shown in Tables I.5 and I.6. The data statistical uncertainty is the leading uncertainty in
pVT ≥ 150 GeV for ZH and in pVT ≥ 250 GeV for WH, while the systematic uncertainty have the similar or
larger size than the statistical one in the other bins. The leading sources of the systematic uncertainties are
common with the measurement of the signal strength in Section 10.1: detector related uncertainties, the
calibration of jets, Emiss

T and b-tag; and theoretical uncertainties of the signal and background processes.
One difference can be seen in the 75 ≤ pVT < 150 GeV bin for ZH. The uncertainties on Emiss

T has relatively
high contribution compare to the other regions. This is because the Emiss

T acts as a strong variable in the
BDTs of the 2-lepton channel to reject the tt̄ backgrond decaying leptonicly whereas the signal does not
have the Emiss

T . The large overall uncertainty in this bin is due to the low S/N ratio.
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Figure I.11: Correlations of the Measured cross sections of the VH production (σ) times the branching ratio of the
V → leptons and H → bb̄ decays (B). The σ × B values are unfolded to the indicated bins.
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Table I.5: Breakdown of the contribution to the uncertainties on the cross-sections of ZH in the indicated phase-spaces.
These are the relative uncertainties that are normalized by dividing by the SM σ × B predictions.

Source of uncertainty Uncertainty in σ × B w.r.t. the SM prediction
75 < pZ , truth

T < 150 GeV 150 < pZ , truth
T < 250 GeV pZ , truth

T > 250 GeV

Total 0.710 0.330 0.330
Statistical 0.501 0.262 0.291
Systematic 0.503 0.200 0.156

Statistical uncertainties

Data statistical 0.421 0.243 0.284
tt̄ eµ control region 0.221 0.039 0.023
Floating normalisations 0.181 0.095 0.047

Experimental uncertainties

Jets 0.266 0.082 0.040
Emiss
T 0.235 0.027 0.016

Leptons 0.027 0.007 0.007
b-jets 0.176 0.082 0.041

b-tagging c-jets 0.028 0.020 0.006
light-jets 0.006 0.013 0.015

Pile-up 0.012 0.016 0.017
Luminosity 0.012 0.016 0.017

Theoretical and modelling uncertainties

Signal 0.110 0.096 0.091

Z + jets 0.271 0.089 0.071
W + jets 0.020 0.019 0.008
tt 0.108 0.036 0.025
Single top quark 0.044 0.015 0.015
Diboson 0.073 0.044 0.029
Multi-jet 0.009 0.008 0.005

MC statistical 0.168 0.057 0.055
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Table I.6: Breakdown of the contribution to the uncertainties on the cross-sections of WH in the indicated
phase-spaces. These are the relative uncertainties that are normalized by dividing by the SM σ × B predictions.

Source of uncertainty Uncertainty in σ × B w.r.t. the SM prediction
150 GeV < pW , truth

T < 250 GeV pW , truth
T > 250 GeV

Total 0.502 0.311
Statistical 0.320 0.263
Systematic 0.386 0.166

Statistical uncertainties

Data statistical 0.298 0.252
tt̄ eµ control region 0.032 0.007
Floating normalisations 0.157 0.050

Experimental uncertainties

Jets 0.145 0.054
Emiss
T 0.171 0.009

Leptons 0.019 0.018
b-jets 0.049 0.023

b-tagging c-jets 0.109 0.060
light-jets 0.004 0.005

Pile-up 0.017 0.015
Luminosity 0.017 0.015

Theoretical and modelling uncertainties

Signal 0.035 0.050

Z + jets 0.038 0.011
W + jets 0.159 0.072
tt 0.152 0.037
Single top quark 0.135 0.032
Diboson 0.040 0.034
Multi-jet 0.015 0.019

MC statistical 0.112 0.068
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J Ranking of nuisance parameters in the
measurements

J.1 Evaluation of ranking

It is useful to make a ranking of systematics that have big impacts on parameters of interest. A postfit error
of a nuisance parameter is defined as the interval of the parameter, where the test statistic qµ gives larger
values by 1/2 than the minimum. A prefit error is defined as the 1 σ of the predefined constraint term in
Eq.9.3. The signal strength µ is computed when the nuisance parameter is set to the upper/lower bound
of the postfit error. The size of the variation of µ is called postfit impact of the nuisance parameter on µ.
This is also explained in Figure J.1. The same procedure can be performed with the prefit errors, and the
variation of µ defines the prefit impact of the nuisance parameters on µ. By repeating this computation for
all the nuisance parameters, a ranking of important nuisance parameters become available.
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Figure J.1: A negative log likelihood (−∆ ln(L)) as a function of a b-tag nuisance parameter (θ) in the top panel.
The negative log likelihood is minimized with respect to the other parameters than θ at each given value of θ. The
signal strength µ is also fitted in the minimization, thus it deviates from unity at a large value of θ as shown in the
bottom panel. The parameter θ is defined so that the size of the prefit error is unity, while the postfit error is defined
as the interval that the NLL gives larger value by 1/2 than the minimum. The postfit (prefit) impact on µ is defined as
the deviation of µ at the postfit (prefit) bounds of the nuisance parameters.
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J.2 Ranking in the signal strength measurement

Ranking plots are shown in Figures J.2 and J.3 for the WH and ZH signals derived in the signal strength
measurement presented in Section 10.1. The contribution is consistent to the description on the systematic
uncertainties in that section. For WH, the modelling uncertainties of the W + jets and tt̄ backgrounds
and the uncertainties on the b-tagging efficiency for c-jets have contribution. For ZH, the modelling
uncertainties of the Z + jets and gg → ZH have large contribution. Uncertainties on the calibration of the
b-tagging and jet energy scale contribute to both channels.
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Figure J.2: Ranking of nuisance parameters in the signal strength measurement of WH. The simultaneous fit to the
0-, 1- and 2-lepton channels are performed with signal strengths µ assigned to the WH and ZH signals. The black
points and bars represent the fitted values of the nuisance parameters and their postfit errors. The red points represent
the fitted values of floating normalization factors introduced in Section 9.2.1. The blue boxes show the postfit impact
on µ. The nuisance parameters are sorted in the postfit impact.
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Figure J.3: Ranking of nuisance parameters in the signal strength measurement of ZH. The simultaneous fit to the
0-, 1- and 2-lepton channels are performed with signal strengths µ assigned to the WH and ZH signals. The black
points and bars represent the fitted values of the nuisance parameters and their postfit errors. The red points represent
the fitted values of floating normalization factors introduced in Section 9.2.1. The blue boxes show the postfit impact
on µ. The nuisance parameters are sorted in the postfit impact.
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K EFT parametrization

Dimension-6 operators in the Warsaw basis

The fields in the SM are summarized in K.1 to introduce the notation in this appendix. The isospin, color,
and the generation indices are denoted by j, α, and p, respectively. The indices L and R denote the
chirality.

The dimension-6 operators defined in the Warsaw basis are summarized in Tables K.2 and K.3. The field
strength tensors Ga

µν, W i
µν, and Bµν correspond the gauge fields associated to the SU(3)C , SU(2)L , and

U(1)Y gauge groups, and defined as follows:

Ga
µν = ∂µGa

ν − ∂νGa
µ − gs f abcGb

µGc
ν, (K.1)

W i
µν = ∂µW i

ν − ∂νW i
µ − gε

i jkW j
µWk

ν , (K.2)
Bµν = ∂µBν − ∂νBµ, (K.3)

where f abc and ε i jk are the structure constants of SU(3)C and SU(2)L , respectively. The dual tensors
corresponding to these tensors are defined by Xµν = 1

2εµνρσXρσ (ε0123 = +1), where Xµν stands for Ga
µν,

W i
µν, and Bµν. Similarly, the dual scalar field is defined as ϕ̃ j = εjk(ϕ

k)∗, where the asterisk denotes the
complex conjugate and ε12 = +1.

The covariant derivative is defined as:

(Dµq)α j =
[
δαβδjk

(
∂µ + ig′YqBµ

)
+ igδαβSI

jkW I
µ + gsδjkT A

αβGA
µ

]
qβk, (K.4)

where T A and SI are the generators of SU(3)C and SU(2)L , respectively. The Hermitian derivative is
defined as follows:

ϕ†i
←→
D µϕ = iϕ†

(
Dµ −

←−
Dµ

)
ϕ = iϕ†

(
Dµϕ

)
− i

(
Dµϕ

)†
ϕ, (K.5)

ϕ†i
←→
D i

µϕ = iϕ†
(
τiDµ −

←−
Dµτ

i
)
ϕ = i(τiϕ)†(Dµϕ) − i(Dµϕ)

†(τiϕ). (K.6)

Table K.1: The mater fields in the Standard Model.
Fermion Scalars

Field l jLp eRp qα jLp uαRp dαRp φ j

Hyper charge Y − 1
2 −1 1

6
2
3 − 1

3
1
2
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Table K.2: Dimension-6 operators defined in the Warsaw formulation other than the four-fermion ones. The table is
taken from Ref. [26].

X3 ϕ6 and ϕ4D2 ϕ2ϕ3

QG f abcGaν
µ Gbρ

ν Gcµ
ρ Qϕ (ϕ†ϕ)3 Qeϕ (ϕ†ϕ)(l̄perϕ)

QG̃ f abcG̃aν
µ Gbρ

ν Gcµ
ρ Qϕ� (ϕ†ϕ)�(ϕ†ϕ) Quϕ (ϕ†ϕ)(q̄pur ϕ̃)

QW ε i jkW iν
µ W jρ

ν Wkµ
ρ QϕD (ϕ†Dµϕ)∗(ϕ†Dµϕ) Qdϕ (ϕ†ϕ)(q̄pdrϕ)

QW̃ ε i jkW̃ iν
µ W jρ

ν Wkµ
ρ

X2ϕ2 ψ2Xϕ ψ2ϕ2D

QϕG ϕ†ϕGa
µνGaµν QeW (l̄pσµνer )τiϕW i

µν Q(1)
ϕl

(ϕ†i
←→
D µϕ)(l̄pγµlr )

QϕG̃ ϕ†ϕG̃a
µνGaµν QeB (l̄pσµνer )ϕBµν Q(3)

ϕl
(ϕ†i
←→
D i

µϕ)(l̄pτ
iγµlr )

QϕW ϕ†ϕW i
µνW iµν QuG (l̄pσµνTaer )ϕ̃Ga

µν Qϕe (ϕ†i
←→
D µϕ)(ēpγµer )

QϕW̃ ϕ†ϕW̃ i
µνW iµν QuW (q̄pσ

µνur )τi ϕ̃W i
µν Q(1)ϕq (ϕ†i

←→
D µϕ)(q̄pγ

µqr )

QϕB ϕ†ϕBµνBµν QuB (q̄pσ
µνur )ϕ̃Bµν Q(3)ϕq (ϕ†i

←→
D i

µϕ)(q̄pτ
iγµqr )

QϕB̃ ϕ†ϕB̃µνBµν QdG (q̄pσ
µνTadr )ϕGa

µν Qϕu (ϕ†i
←→
D µϕ)(ūpγ

µur )

QϕWB ϕ†τiϕW i
µνBµν QdW (q̄pσ

µνdr )τiϕW i
µν Qϕd (ϕ†i

←→
D µϕ)(d̄pγ

µdr )

QϕW̃B ϕ†τiϕW̃ i
µνBµν QdB (q̄pσ

µνdr )ϕBµν Qϕud (ϕ†i
←→
D µϕ)(ūpγ

µdr )

Table K.3: Four-fermion operators with dimension-6 defined in the Warsaw formulation. The table is taken from
Ref. [26].

(L̄L)(L̄L) (R̄R)(R̄R) (L̄L)(R̄R)
Qll (l̄pγµlr )(l̄sγµlt ) Qee (ēpγµer )(ēsγµet ) Qle (l̄pγµlr )(ēsγµet )
Q(1)qq (q̄pγµqr )(q̄sγµqt ) Quu (ūpγµur )(ūsγµut ) Qlu (l̄pγµlr )(ūsγµut )
Q(3)qq (q̄pγµτ

iqr )(q̄sγµτiqt ) Qdd (d̄pγµdr )(d̄sγµdt ) Qld (l̄pγµlr )(d̄sγµdt )
Q(1)

lq
(l̄pγµlr )(l̄sγµlt ) Qeu (ēpγµer )(ūsγµut ) Qqe (q̄pγµqr )(ēsγµet )

Q(3)
lq

(l̄pγµτilr )(l̄sγµτilt ) Qed (ēpγµer )(d̄sγµdt ) Q(1)qu (q̄pγµqr )(ūsγµut )

Q(1)
ud

(ūpγµur )(d̄sγµdt ) Q(8)qu (q̄pγµTaqr )(ūsγµTaut )
Q(8)

ud
(ūpγµTaur )(d̄sγµTadt ) Q(1)

qd
(q̄pγµqr )(d̄sγµdt )

Q(8)
qd

(q̄pγµTaqr )(d̄sγµTadt )
(L̄R)(R̄L) and (L̄R)(L̄R) B-violating

Qledq (l̄ jper )(d̄sq j
t ) Qduq εαβγεjk[(dαp )

TCuβr ][(q
γ j
s )

TClkt ]
Q(1)

quqd
(q̄ j

pur )εjk(q̄k
s qt ) Qqqu εαβγεjk[(q

α j
p )

TCqβkr ][(u
γ
s )

TCet ]

Q(8)
quqd

(q̄ j
pTaur )εjk(q̄k

sTaqt ) Qqqq εαβγεjnεkm[(q
α j
p )

TCqβkr ][(q
γm
s )

TClnt ]

Q(1)
lequ

(l̄ jper )εjk(q̄k
s ut ) Qduu εαβγ[(dαp )

TCuβr ][(u
γ
s )

TCet ]

Q(3)
lequ

(l̄ jpσµνer )εjk(q̄k
sσ

µνut )
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Parametrization of the production cross-sections and the Higgs decay widths

The production cross-sections is parametrized as a function of all the relevant Wilson coefficients in Table
11.1. The parametrization is shown in Tables K.4-K.8 for WH in 150 ≤ pVT < 250 GeV and pVT ≥ 250 GeV
and for qq→ ZH in 75 ≤ pVT < 150 GeV, 150 ≤ pVT < 250 GeV, and pVT ≥ 250 GeV.

In order to predict the event yield, it is necessary to parametrize the partial width of the H → bb̄ decay and
the total width of the Higgs boson. The results are shown in Table K.9.

Table K.4: Parametrization of the production cross-section of WH in 150 ≤ pVT < 250 GeV as a function of
considered Wilson coefficients.

qq̄→ H`ν, (150 ≤ pVT ≤ 250)GeV
σ/σSM = 1 + 0.122 cH� + 3.83 c(3)Hq + 1.04 cHW − 0.24 c(3)

Hl
+ 0.182 c(1)

ll
− 0.0302 cHDD + 0.231 cH� c(3)Hq +

0.0611 cH� cHW − 0.0146 cH� c(3)
Hl
+ 0.0111 cH� c(1)

ll
− 0.00186 cH� cHDD + 2.14 c(3)Hq cHW − 0.464 c(3)Hq c(3)

Hl
+

0.349 c(3)Hq c(1)
ll
− 0.0523 c(3)Hq cHDD − 0.119 c(3)

Hl
cHW + 0.092 c(1)

ll
cHW − 0.0196 cHDD cHW − 0.0219 c(3)

Hl
c(1)
ll
+

0.00367 c(3)
Hl

cHDD − 0.00274 c(1)
ll

cHDD + 0.00369 (cH�)
2 + 4.28

(
c(3)Hq

)2
+ 0.671 (cHW )

2 + 0.0151
(
c(3)
Hl

)2
+

0.00828
(
c(1)
ll

)2

Table K.5: Parametrization of the production cross-section of WH in pVT ≥ 250 GeV as a function of considered
Wilson cboefficients.

qq̄→ H`ν, (pVT ≥ 250)GeV
σ/σSM = 1 + 0.12 cH� + 10.8 c(3)Hq + 1.1 cHW − 0.235 c(3)

Hl
+ 0.181 c(1)

ll
− 0.0299 cHDD + 0.735 cH� c(3)Hq +

0.0758 cH� cHW − 0.0141 cH� c(3)
Hl
+ 0.0108 cH� c(1)

ll
− 0.0018 cH� cHDD + 6.35 c(3)Hq cHW − 1.21 c(3)Hq c(3)

Hl
+

1.01 c(3)Hq c(1)
ll
− 0.194 c(3)Hq cHDD − 0.111 c(3)

Hl
cHW + 0.096 c(1)

ll
cHW − 0.00378 cHDD cHW − 0.0212 c(3)

Hl
c(1)
ll
+

0.0037 c(3)
Hl

cHDD − 0.00274 c(1)
ll

cHDD + 0.00359 (cH�)
2 + 53.1

(
c(3)Hq

)2
+ 1.89 (cHW )

2 + 0.0154
(
c(3)
Hl

)2
+

0.00816
(
c(1)
ll

)2
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Table K.6: Parametrization of the production cross-section of qq → ZH in 75 ≤ pVT < 150 GeV as a function of
considered Wilson cboefficients.

qq̄→ H``/νν, (75 ≤ pVT ≤ 150)GeV
σ/σSM = 1 + 0.122 cH� + 1.8 c(3)Hq + 0.767 cHW − 0.237 c(3)

Hl
+ 0.181 c(1)

ll
+ 0.0113 cHDD + 0.0907 cHB +

0.335 cHWB − 0.0516 c(1)
Hl
− 0.0303 c(1)Hq + 0.412 cHu − 0.164 cHd − 0.0296 cHe + 0.106 cH� c(3)Hq +

0.0468 cH� cHW−0.0145 cH� c(3)
Hl
+0.0111 cH� c(1)

ll
+0.00513 cH� cHB+0.0206 cH� cHWB−0.00314 c(1)

Hl
cH�−

0.0107 cH� c(1)Hq + 0.02 cH� cHu − 0.01 cH� cHd − 0.00181 cH� cHe + 0.847 c(3)Hq cHW − 0.217 c(3)Hq c(3)
Hl
+

0.167 c(3)Hq c(1)
ll
+ 0.0354 c(3)Hq cHDD + 0.307 c(3)Hq cHWB − 0.0442 c(1)

Hl
c(3)Hq − 0.254 c(3)Hq c(1)Hq − 0.00161 c(3)Hq cHu −

0.0108 c(3)Hq cHd−0.0302 c(3)Hq cHe−0.0889 c(3)
Hl

cHW+0.0699 c(1)
ll

cHW+0.0149 cHDD cHW+0.00527 cHB cHW+

0.161 cHWB cHW−0.0205 c(1)
Hl

cHW−0.0981 c(1)Hq cHW+0.00265 cHu cHW−0.0139 cHd cHW−0.011 cHe cHW−

0.0217 c(3)
Hl

c(1)
ll
+0.00137 c(3)

Hl
cHDD−0.0107 c(3)

Hl
cHB−0.0367 c(3)

Hl
cHWB+0.00795 c(1)

Hl
c(3)
Hl
−0.00309 c(3)

Hl
c(1)Hq−

0.0511 c(3)
Hl

cHu+0.0149 c(3)
Hl

cHd+0.00534 c(3)
Hl

cHe+0.00111 c(1)
ll

cHDD+0.00809 cHB c(1)
ll
+0.0308 cHWB c(1)

ll
−

0.0047 c(1)
Hl

c(1)
ll
− 0.00454 c(1)Hq c(1)

ll
+ 0.0371 c(1)

ll
cHu − 0.02 cHd c(1)

ll
− 0.0027 c(1)

ll
cHe − 0.00968 cHB cHDD +

0.00468 cHWB cHDD + 0.003 c(1)
Hl

cHDD − 0.0286 c(1)Hq cHDD − 0.0491 cHDD cHu + 0.0147 cHd cHDD +

0.00308 cHDD cHe+0.0359 cHB cHWB−0.00265 c(1)
Hl

cHB+0.062 cHB c(1)Hq+0.175 cHB cHu−0.0721 cHB cHd−

0.00158 cHB cHe − 0.00591 c(1)
Hl

cHWB + 0.0103 cHWB c(1)Hq + 0.116 cHWB cHu − 0.0484 cHWB cHd −

0.00207 cHWB cHe−0.00478 c(1)
Hl

c(1)Hq−0.012 c(1)
Hl

cHu−0.00176 c(1)Hq cHu−0.0172 c(1)Hq cHd−0.00151 c(1)Hq cHe−

0.00477 cHd cHu − 0.00709 cHu cHe + 0.00251 cHd cHe + 0.0037 (cH�)
2 + 1.04

(
c(3)Hq

)2
+ 0.243 (cHW )

2 +

0.0154
(
c(3)
Hl

)2
+ 0.00827

(
c(1)
ll

)2
+ 0.00421 (cHDD)

2 + 0.0265 (cHB)
2 + 0.0459 (cHWB)

2 + 0.00511
(
c(1)
Hl

)2
+

1.05
(
c(1)Hq

)2
+ 0.584 (cHu)

2 + 0.46 (cHd)
2 + 0.00219 (cHe)

2
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Table K.7: Parametrization of the production cross-section of qq→ ZH in 150 ≤ pVT < 250 GeV as a function of
considered Wilson cboefficients.

qq̄→ H``/νν, (150 ≤ pVT ≤ 250)GeV
σ/σSM = 1 + 0.122 cH� + 3.55 c(3)Hq + 0.867 cHW − 0.237 c(3)

Hl
+ 0.183 c(1)

ll
+ 0.0126 cHDD + 0.103 cHB +

0.378 cHWB−0.0462 c(1)
Hl
−0.228 c(1)Hq+0.852 cHu−0.308 cHd−0.0328 cHe+0.198 cH� c(3)Hq+0.0547 cH� cHW−

0.0145 cH� c(3)
Hl
+0.0111 cH� c(1)

ll
+0.00603 cH� cHB+0.0221 cH� cHWB−0.0028 c(1)

Hl
cH�+0.00154 cH� c(1)Hq+

0.0401 cH� cHu − 0.00704 cH� cHd − 0.00196 cH� cHe + 1.92 c(3)Hq cHW − 0.401 c(3)Hq c(3)
Hl
+ 0.327 c(3)Hq c(1)

ll
+

0.0944 c(3)Hq cHDD − 0.0217 c(3)Hq cHB + 0.601 c(3)Hq cHWB − 0.0785 c(1)
Hl

c(3)Hq − 1.33 c(3)Hq c(1)Hq − 0.00117 c(3)Hq cHu −

0.0297 c(3)Hq cHd−0.0426 c(3)Hq cHe−0.101 c(3)
Hl

cHW +0.0804 c(1)
ll

cHW +0.0203 cHDD cHW −0.00329 cHB cHW +

0.284 cHWB cHW −0.0202 c(1)
Hl

cHW −0.293 c(1)Hq cHW −0.0115 cHu cHW +0.0103 cHd cHW −0.0144 cHe cHW −

0.0218 c(3)
Hl

c(1)
ll
+0.00152 c(3)

Hl
cHDD −0.0117 c(3)

Hl
cHB−0.0416 c(3)

Hl
cHWB+0.00753 c(1)

Hl
c(3)
Hl
+0.0411 c(3)

Hl
c(1)Hq−

0.0978 c(3)
Hl

cHu+0.046 c(3)
Hl

cHd+0.00592 c(3)
Hl

cHe+0.00115 c(1)
ll

cHDD+0.00932 cHB c(1)
ll
+0.0332 cHWB c(1)

ll
−

0.00422 c(1)
Hl

c(1)
ll
+ 0.00231 c(1)Hq c(1)

ll
+ 0.0565 c(1)

ll
cHu − 0.0221 cHd c(1)

ll
− 0.003 c(1)

ll
cHe − 0.0122 cHB cHDD +

0.0033 cHWB cHDD + 0.00333 c(1)
Hl

cHDD − 0.0352 c(1)Hq cHDD − 0.106 cHDD cHu + 0.0436 cHd cHDD +

0.0033 cHDD cHe+0.0785 cHB cHWB −0.00303 c(1)
Hl

cHB +0.198 cHB c(1)Hq +0.391 cHB cHu −0.143 cHB cHd −

0.00215 cHB cHe − 0.00674 c(1)
Hl

cHWB + 0.0425 cHWB c(1)Hq + 0.289 cHWB cHu − 0.108 cHWB cHd −

0.00436 cHWB cHe+0.00893 c(1)
Hl

c(1)Hq−0.0289 c(1)
Hl

cHu+0.0187 c(1)
Hl

cHd−0.00902 c(1)Hq cHu+0.0425 c(1)Hq cHd+

0.00692 c(1)Hq cHe + 0.00393 cHd cHu − 0.029 cHu cHe + 0.0023 cHd cHe + 0.00372 (cH�)
2 + 4.14

(
c(3)Hq

)2
+

0.498 (cHW )
2 + 0.0158

(
c(3)
Hl

)2
+ 0.00834

(
c(1)
ll

)2
+ 0.00452 (cHDD)

2 + 0.0573 (cHB)
2 + 0.0886 (cHWB)

2 +

0.00558
(
c(1)
Hl

)2
+ 4.12

(
c(1)Hq

)2
+ 2.41 (cHu)

2 + 1.73 (cHd)
2 + 0.00257 (cHe)

2
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Table K.8: Parametrization of the production cross-section of qq→ ZH in pVT ≥ 250 GeV as a function of considered
Wilson cboefficients.

qq̄→ H``/νν, (pVT ≥ 250)GeV
σ/σSM = 1 + 0.119 cH� + 9.19 c(3)Hq + 0.884 cHW − 0.234 c(3)

Hl
+ 0.177 c(1)

ll
+ 0.0134 cHDD + 0.13 cHB +

0.404 cHWB−0.0441 c(1)
Hl
−1.14 c(1)Hq+2.39 cHu−0.756 cHd−0.0332 cHe+0.698 cH� c(3)Hq+0.0564 cH� cHW −

0.0142 cH� c(3)
Hl
+0.0111 cH� c(1)

ll
+0.00466 cH� cHB +0.0247 cH� cHWB −0.00264 c(1)

Hl
cH�−0.18 cH� c(1)Hq +

0.201 cH� cHu − 0.0333 cH� cHd − 0.002 cH� cHe + 5.75 c(3)Hq cHW − 1.09 c(3)Hq c(3)
Hl
+ 0.864 c(3)Hq c(1)

ll
+

0.234 c(3)Hq cHDD + 0.12 c(3)Hq cHB + 2.03 c(3)Hq cHWB − 0.125 c(1)
Hl

c(3)Hq − 22.6 c(3)Hq c(1)Hq + 0.0749 c(3)Hq cHu +

0.311 c(3)Hq cHd − 0.0996 c(3)Hq cHe − 0.105 c(3)
Hl

cHW + 0.0787 c(1)
ll

cHW + 0.0268 cHDD cHW − 0.0506 cHB cHW +

0.692 cHWB cHW − 0.0291 c(1)
Hl

cHW − 1.37 c(1)Hq cHW + 0.168 cHu cHW + 0.0849 cHd cHW − 0.0246 cHe cHW −

0.0212 c(3)
Hl

c(1)
ll
+0.00123 c(3)

Hl
cHDD −0.0141 c(3)

Hl
cHB−0.0435 c(3)

Hl
cHWB+0.00728 c(1)

Hl
c(3)
Hl
+0.0104 c(3)

Hl
c(1)Hq−

0.211 c(3)
Hl

cHu + 0.141 c(3)
Hl

cHd + 0.00616 c(3)
Hl

cHe + 0.00115 c(1)
ll

cHDD + 0.0108 cHB c(1)
ll
+ 0.0358 cHWB c(1)

ll
−

0.00384 c(1)
Hl

c(1)
ll
− 0.283 c(1)Hq c(1)

ll
+ 0.289 c(1)

ll
cHu − 0.00649 cHd c(1)

ll
− 0.00294 c(1)

ll
cHe − 0.0149 cHB cHDD +

0.00325 c(1)
Hl

cHDD − 0.16 c(1)Hq cHDD − 0.261 cHDD cHu + 0.109 cHd cHDD + 0.00346 cHDD cHe +

0.235 cHB cHWB − 0.00368 c(1)
Hl

cHB + 0.648 cHB c(1)Hq + 1.47 cHB cHu − 0.372 cHB cHd − 0.00358 cHB cHe −

0.0103 c(1)
Hl

cHWB − 0.0795 cHWB c(1)Hq + 1.05 cHWB cHu − 0.229 cHWB cHd − 0.00571 cHWB cHe −

0.0275 c(1)
Hl

c(1)Hq + 0.00373 c(1)
Hl

cHu + 0.04 c(1)
Hl

cHd − 0.214 c(1)Hq cHu − 0.0578 c(1)Hq cHd − 0.00469 c(1)Hq cHe −

0.0273 cHd cHu + 0.0654 cHu cHe + 0.0591 cHd cHe + 0.00367 (cH�)
2 + 41.5

(
c(3)Hq

)2
+ 1.37 (cHW )

2 +

0.0163
(
c(3)
Hl

)2
+ 0.00806

(
c(1)
ll

)2
+ 0.00465 (cHDD)

2 + 0.167 (cHB)
2 + 0.231 (cHWB)

2 + 0.00637
(
c(1)
Hl

)2
+

41.7
(
c(1)Hq

)2
+ 26.4 (cHu)

2 + 15.2 (cHd)
2 + 0.00299 (cHe)

2

Table K.9: Parametrization of the total decay width of the Higgs boson and the partial decay width of H → bb̄.
decay channel parametrisation
H → bb̄ ΓH→bb̄/ΓH→bb̄

SM = 1 + 0.121 cH� − 0.0303 cHDD − 0.121 c(3)
Hl
+ 0.0606 c(1)

ll
− 0.121 |cdH | −

0.00184 cH� cHDD − 0.00735 cH� c(3)
Hl
+ 0.00368 cH� c(1)

ll
− 0.00735 cH� |cdH | +

0.00184 c(3)
Hl

cHDD + 0.00184 cHDD |cdH | − 0.00367 c(3)
Hl

c(1)
ll
+ 0.00735 c(3)

Hl
|cdH | −

0.00367 c(1)
ll
|cdH | + 0.00367 (cH�)

2 + 0.00367
(
c(3)
Hl

)2
+ 0.00367 (|cdH |)2

H → all Γtotal/ΓtotalSM = 1 − 0.146 c(3)
Hl
− 0.0284 cHDD + 0.0136 c(3)Hq + 0.0513 cHWB − 0.0495 cHW −

0.0628 cHB + 0.0764 c(1)
ll
+ 1.37 cHG − 0.00804 |cuH | − 0.0852 |cdH | − 0.00518 |ceH | +

0.117 cH�+0.00189 c(3)
Hl

cHW −0.00733 c(3)
Hl

c(1)
ll
−0.00517 cH� |cdH |+0.00519 c(3)

Hl
|cdH | −

0.00172 cH� cHDD − 0.027 cHG cHW − 0.0283 cHB cHG + 0.00125 c(3)Hq c(1)
ll
−

0.00108 c(1)
ll

cHDD + 0.423 cHB cHW − 0.00258 c(1)
ll
|cdH | − 0.038 cHDD cHG −

0.0278 |cuH | cHG − 0.00109 c(1)
ll

cHW − 0.0214 cHG |cdH | − 0.0426 c(3)Hq cHG −

0.0612 c(3)
Hl

cHG + 0.0021 c(3)
Hl

cHDD − 0.0285 cH� cHG − 0.0212 cHWB cHG −

0.00241 c(3)Hq c(3)
Hl
− 0.0258 |ceH | cHG − 0.00888 cH� c(3)

Hl
− 0.366 cHWB cHW −

0.0267 c(1)
ll

cHG + 0.00129 cHDD |cdH | + 0.00463 cH� c(1)
ll
− 0.93 cHB cHWB +

0.00198
(
c(1)
ll

)2
+ 0.00693

(
c(3)
Hl

)2
+ 0.295 (cHWB)

2 + 0.998 (cHB)
2 + 0.00258 (|cdH |)2 +

13.5 (cHG)
2 + 0.00354 (cH�)

2 + 0.136 (cHW )
2
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L EFT results details

1-dimensional limits on the Wilson coefficients

The likelihood is scanned along a Wilson coefficient with all other coefficients set to 0. Examples of the
scan are shown in Figure 11.4. Limits on the Wilson coefficients are set based on the scanned values of
the likelihood. A value of a Wilson coefficient is excluded with the confidence level of 68% and 95% if
the value of the negative log likelihood is greater by 0.5 and 1.96 than its minimum. These “thresholds”
are based on the 68% and 95% quantiles of the imcomplete gamma function of 1 degree of freedom since
this is a fit with one fitting parameter. (See Appendix H.) A summary of allowed regions for the Wilson
coefficients are shown in Figure L.1. The allowed intervals are also summarized in Tables L.1 and L.2.

2-dimensional limits on the Wilson coefficients

2-dimensional limits are derived by scanning the likelihood in the 2-dimensional plane ofWilson coefficients
with other coefficients set to 0. Values of Wilson coefficients are excluded with the confidence level of

3− 2− 1− 0 1 2 3
Parameter value

SMBR/BR∆
 0.03]×  [Hec

 0.05]×|  [
dH

|c
 0.05]×  [HDDc

 0.05]×  [Hl1c

 0.1]×  [Hc

 0.1]×  [ll1c

 0.1]×  [Hl3c

 0.1]×  [HBc

 0.5]×  [HWBc
Hdc

 2.0]×  [HWc

 2.0]×  [Hq1c

 5.0]×  [Huc

 10.0]×  [Hq3c

ATLAS
  

 = 1 TeVΛ, b b→VH, H 

-1 = 13 TeV, 139 fbs

68% CL 95% CL

Linear (obs.) Linear + quadratic (obs.)

Best-fit (obs.)

Figure L.1: Summary of the allowed intervals for the relevant Wilson coefficients. The black points show the best fit
points. The solid and dashed bars show the intervals of the 68% and 95% confidence level. The orange and blue
bars represent the results for the linear and linear+quadratic parametrization, respectively. The values of the Wilson
coefficients are scaled as indicated on the y-axis. It is assumed that the scale Λ is 1 TeV .
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Table L.1: Derived allowed intervals of 68% confidence level for the Wilson coefficients. Results are shown for the
linear and the linear+quadratic parametrizations. It is assumed that the scale Λ is 1 TeV .

Wilson linear linear + quadratic
coefficient expected (68% CL) observed (68% CL) expected (68% CL) observed (68% CL)

cHWB [-0.75, 0.86] [-0.46, 1.3] [-0.66, 0.89 ] [-0.44, 1.1]
cHW [-0.19, 0.2] [-0.17, 0.21] [-0.27, 0.17] [-0.24, 0.18]
cHu [-0.14, 0.15] [-0.081, 0.22] [-0.17, 0.08] [-0.19, 0.1]
c(3)Hq [-0.022, 0.024] [-0.017, 0.029] [-0.025, 0.022] [-0.018, 0.026]
c(1)Hq [-0.32, 0.29] [-0.47, 0.18] [-0.08, 0.11] [-0.1, 0.13]
c(1)
ll

[-1.2, 1.3] [-1, 1.4] [-1.2, 1.2] [-1, 1.3]
c(3)
Hl

[-0.99, 0.91] [-1.1, 0.78] [-0.93, 0.97] [-1, 0.83]
c(1)
Hl

[-6.2, 5.9] [-8.6, 3.9] [-4, 11] [-5.1, 13]
cHDD [-8.4, 8.2] [-5.5, 9.8] [-7.4, 5.7] [-7, 7.3]
cHd [-0.47, 0.44] [-0.69, 0.26] [-0.13, 0.18] [-0.16, 0.21]
cH� [-1.6, 1.7] [-1.3, 1.8] [-1.6, 1.6] [-1.4, 1.7]
cHB [-1.5, 1.4] [-1.1, 1.8] [-0.44, 0.58] [-0.38, 0.56]
cHe [-8.6, 8.3] [-12, 5.2] [-5.8, 17] [-7.3, 19]
|cdH | [-11, 3.7] [-13, 3.3] [-8.8, 4.2] ∪ [29, 42] [-10, 3.8] ∪ [29, 43]
∆BR/BRSM [-0.19, 0.21] [-0.17, 0.22] — —

Table L.2: Derived allowed intervals of 95% confidence level for the Wilson coefficients. Results are shown for the
linear and the linear+quadratic parametrizations. It is assumed that the scale Λ is 1 TeV .

Wilson linear linear + quadratic
coefficient expected (95% CL) observed (95% CL) expected (95% CL) observed (95% CL)

cHWB [-1.4, 1.8] [-1.2, 2.3] [-1.2, 1.8] [-1.1, 1.9]
cHW [-0.37, 0.4] [-0.34, 0.41] [-0.9, 0.3] [-0.97, 0.31]
cHu [-0.27, 0.3] [-0.22, 0.38] [-0.22, 0.13] [-0.24, 0.15]
c(3)Hq [-0.043, 0.05] [-0.037, 0.053] [-0.22, -0.18] ∪ [-0.059, 0.042] [-0.23, -0.18] ∪ [-0.047, 0.044]
c(1)Hq [-0.65, 0.56] [-0.81, 0.47] [-0.12, 0.15] [-0.14, 0.16]
c(1)
ll

[-2.2, 2.6] [-2, 2.7] [-2.5, 2.4] [-2.2, 2.5]
c(3)
Hl

[-2, 1.7] [-2.1, 1.6] [-1.8, 2] [-1.9, 1.8]
c(1)
Hl

[-12, 12] [-15, 9.7] [-6.7, 14] [-7.6, 15]
cHDD [-17, 16] [-13, 17] [-11, 9.2] [-12, 10]
cHd [-0.95, 0.84] [-1.2, 0.69] [-0.2, 0.25] [-0.22, 0.27]
cH� [-3, 3.4] [-2.7, 3.5] [-3.3, 3.1] [-3, 3.2]
cHB [-3.3, 2.6] [-2.7, 2.9] [-0.72, 0.9] [-0.67, 0.85]
cHe [-17, 16] [-21, 13] [-9.6, 21] [-11, 23]
|cdH | [-2700, 5.4] [-∞, 5.2] [-241, 7] ∪ [26, 266] [-∞, 6.6] ∪ [26,∞]
∆BR/BRSM [-0.37, 0.42] [-0.34, 0.43] — —
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68% and 95% if the negative log likelihood, − ln L, is greater by 1.15 and 3.00 than the minimum. The
“thresholds” correspond to the 68% and 95% quantiles of the imcomplete gamma function of two degrees
of freedom since this is a fit with two fitting parameters as explained in Appendix H. Examples for the
2-dimensional scan is shown in Figure L.2.
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Figure L.2: Example of the contours of the scanned negative log likelihoods derived from the observed data. The
dashed and solid curves show the contours of the 68% and 95% confidence level. The blue and orange curves
represent the linear and linear+quadratic parametrization, respectively. It is assumed that the scale Λ is 1 TeV .
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