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Abstract

In this thesis, we report on a measurement of muon neutrino inclusive charged current inter-
actions on carbon in the few GeV region, using the Fermilab Booster Neutrino Beam. The all
neutrino mode data collected in the SciBooNE experiment is used for this analysis.

We collected high-statistics CC interaction sample at SciBooNE, and extracted energy depen-
dent inclusive charged current interaction rates and cross sections for a wide energy range from
0.25 GeV to ∼3 GeV. We measure the interaction rates with 6-15% precision, and the cross sections
with 10-30% precision. We also made an energy integrated measurements, with the precisions of
3% for the rate, and 8% for the cross section measurements. This is the first measurement of the
CC inclusive cross section on carbon around 1 GeV.

This inclusive interaction measurement is nearly free from effects of hadron re-interactions in
the nucleus. Hence, it is complementary to other exclusive cross section measurements, and essen-
tial to understand the neutrino interaction cross sections in the few GeV region, which is relevant
to ongoing and future neutrino oscillation experiments. This analysis also provides the normaliza-
tion for SciBooNE’s previous cross section ratio measurements for charged current coherent pion
production and neutral current neutral pion production. Then, a precise comparison between our
previous measurements and the model predictions becomes possible.

The result of the interaction rate measurement is used to constrain the product of the neutrino
flux and the cross section at the other experiment on the Fermilab Booster Neutrino Beam: Mini-
BooNE. We conducted a search for short-baseline muon neutrino disappearance using data both
from SciBooNE and MiniBooNE, to test a possible neutrino oscillation with sterile neutrinos which
is suggested by the LSND experiment. With this constraint by SciBooNE, we significantly reduced
the flux and the cross section uncertainties at MiniBooNE, and achieved the world best sensitivity
for the νµ disappearance at 0.5 < ∆m2 < 30 (eV2). We found no significant oscillation signal, and
set one of the world strongest limits for the sterile neutrino models.
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Chapter 1

Introduction

1.1 Neutrinos in the standard model

Neutrinos are elementary particles with spin 1/2 and zero electrical charge, and don’t make the
strong interaction. This particle is originally postulated by W. Pauli to explain the continuum
electron energy spectrum of the β decay, and now it is known that there are three types of neutrinos,
νe, νµ and ντ .

The direct mass measurements are performed by measuring kinematics of particle decays.
However, as shown in the Table 1.1, no finite absolute mass has ever measured. The number
of neutrino generations is measured in the LEP experiments using invisible decay of Z boson,
to be Nν = 2.984 ± 0.008 [1]. Hence the possibility of fourth weakly interacting light neutrino
(mν < MZ/2) is excluded.

Table 1.1: Present limits of neutrino masses

Neutrino Mass limit Experiment

νe 2.3 eV/c2 (95% CL) Tritium β decay [2]
νµ 0.17 MeV/c2 (90% CL) Pion decay [3]
ντ 18.2 MeV/c2 (95% CL) Tau decay [4]

From these facts, in the current standard model (SM) of particle physics, neutrinos are realized
as mass-less particles which only have chirally left-handed components (νL), and they form weak
isospin doublets with charged leptons as,

(
νeL
eL

)
,

(
νµL
µL

)
and

(
ντL
τL

)
. (1.1)

The right-handed components of neutrinos (νR) are not included in the framework of the SM.

However, as discussed in the following sections, the observations of the neutrino oscillations
show that the neutrinos have finite masses. This opened the door to further explore the nature of
neutrinos beyond the SM.

1.2 Neutrino mass and mixing

Although the SM contains only the left-handed component of neutrinos, one can also define the
right-handed component, νR. This νR plays a crucial role in realization of the finite neutrino mass
and prediction of the so-called “sterile neutrino”. In this section, we briefly describe the theoretical
framework of neutrino mass and mixing, following discussions in Refs. [5, 6].
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1.2.1 Mixing with Dirac mass term

To realize massive neutrinos, a Dirac mass term may be constructed by introducing right-handed
neutrino fields ναR (α = e, µ, τ) in addition to the left-handed field ναL:

LDmass = −ν̄αRmαβν
β
L + h.c. (1.2)

Here, να are the eigenstates of the weak interaction specified by the Lagrangian of the weak charged
current interaction,

Lint =
g√
2
W+
µ (ν̄eLγ

µeL + ν̄µLγ
µµL + ν̄τLγ

µτL) + h.c., (1.3)

where W is the charged weak boson, and g is the semi-weak coupling constant of the SM, g =
e/ sin θW , with e being the electric charge of the positron and θW the Weinberg angle.

In general, the weak eigenstates of neutrinos can be expressed as superpositions of the mass
eigenstates νi (i = 1, 2, 3);

ναL = Uαiν
i
L, (1.4)

ναR = Vαiν
i
R, (1.5)

which diagonalize the mass term as,

LDmass = −ν̄iRV †iαmαβUβjν
j
L + h.c. (1.6)

= −ν̄iRmiν
i
L + h.c. (1.7)

Here,

V †mU =




m1 0
m2

0 m3


 , (1.8)

where mi (i = 1, 2, 3) are mass values corresponds to the mass eigenstates νi. Using this basis of
the mass eigenstates, the interaction Lagrangian Eq. (1.3) can be rewrote as

Lint =
g√
2
W+
µ (ν̄1, ν̄2, ν̄3)LU

†γµ




e
µ
τ



L

+ h.c., (1.9)

where U is referred to as Maki-Nakagawa-Sakata (MNS) matrix [7].

1.2.2 Mixing with Majorana mass term

In addition to the Dirac mass term, one can also define a Majorana mass term, which is constructed
by νL or νR alone, such as

LMmass = −1

2
νcαRm

R
αβνβR + h.c., (1.10)

where the superscript c denotes charge conjugation, defined as νc = Cν̄T , where C is the charge
conjugation operator. The effect of this operation is to convert the fundamental neutrino fields into
their own antiparticles. By adding a Majorana mass term, the neutrino mass Lagrangian becomes

Lmass = LDmass + LMmass = −ν̄αRmαβν
β
L −

1

2
νcαRm

R
αβνβR + h.c.. (1.11)

This mass term can be rewrote as

Lmass = (νcαL, ναR)

(
0 mT

m mR†

)(
ναL
νcαR

)
+ h.c. (1.12)
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Then, we can also define the mass eigenstates νiL and νciR (i = 1, 2, 3) as

(
ναL
νcαR

)
= U

(
νiL
νciR

)
. (1.13)

Here, U is a 6× 6 unitary matrix which satisfies

U †
(

0 mT

m mR†

)
U = Mdiag, (1.14)

where Mdiag is a diagonal matrix which contains mass eigenvalues. Hence, νL and νcR can also mix
if neutrino has the Majorana mass term constructed by right-handed field, in addition to the Dirac
mass term.

To estimate the size of mixing, we consider a case that there is only one generation for both
νL and νcR. If we assume the Majorana mass mR to be much larger than the Dirac mass m, U is
approximately written as

U '
(

1 ρ
−ρ 1

)(
i 0
0 1

)
, (1.15)

where ρ = m/mR � 1. Using this U in Eq. (1.15), the diagonalized mass matrix (Mdiag) become

Mdiag '
(
m2/mR 0

0 mR

)
. (1.16)

Hence, if mR � m, the mixing between νL and νcR become negligible. Also if we set the Dirac
mass m to be the order of a typical quark or charged lepton mass, the mass of νL1 ,

m1 ' m2/mR, (1.17)

can be very small. Thus, if we identify νL1 as one of the light neutrinos, we have an elegant expla-
nation of why their masses are so small compared to other elementary particles. This explanation,
in which physical neutrino masses are small because the right-handed Majorana mass mR is large,
is known as the see-saw mechanism, and Eq. (1.17) is referred to as the see-saw relation [8–11].

However, if mR is small enough, the mixing between ναL and νcβR, as well as ναL and νβL,
become possible [6]. The νcR is gauge singlet and don’t make interactions with detectors, and hence
is called “sterile neutrino”. Since the sterile neutrinos don’t make weak interactions, this can be
“observed” only through interferences of mass eigenstates.

1.3 Neutrino oscillation

If there is a mixing between the weak and mass eigenstates, neutrinos can change their flavor
(or, weak eigenstates) as a function of time due to interference of the different mass eigenstates,
which called “neutrino oscillation”. In this section, we describe the phenomenology of the neutrino
oscillation and summary of the previous oscillation measurements.

To discuss the phenomenology of the neutrino oscillation, we generally define three active flavor
eigenstates as (νe, νµ, ντ ) = (νeL, νµL, ντL) and sterile flavors as (νs1 , νs2 , νs3) = (νceR, ν

c
µR, ν

c
τR).

The mass eigenstates are also defined as (ν1, ν2, · · · , ν6) = (ν1L, ν2L, ν3L, ν
c
1R, ν

c
2R, ν

c
3R).

Then, a flavor eigenstate of neutrino, |να〉 (α = e, µ, τ, s1, s2, s3), can be expressed as a super-
position of mass eigenstates, |νi〉 (i = 1, 2, 3, · · · );

|να〉 =
∑

i

Uαi |νi〉 , (1.18)
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where Uαi is an element of the MNS mixing matrix U . Generated as να, the state of neutrino at
time t is expressed as

|ν(t)〉 =
∑

i

Uαie
−iEit |νi〉 , (1.19)

where Ei is the energy of νi in the laboratory frame. In practice, neutrino is extremely relativistic
due to the tinniness of the mass, and thus we can make following approximations:

t ∼ L, (1.20)

Ei =
√
p2
i +m2

i ∼ pi +
m2
i

2pi
, (1.21)

where L is the distance traveled and pi is the momentum of νi. Since να is produced with a definite
momentum p, all of να’s mass eigenstates have a common momentum. Thus, the probability
P (να → νβ) that νβ is observed after να travels the distance L is given by

P (να → νβ) = | 〈νβ|ν(t)〉 |2 =

∣∣∣∣∣
∑

i

UαiU
∗
βie
−ipLe−i

m2
i L

2p

∣∣∣∣∣

2

(1.22)

= δαβ − 4
∑

i>j

Re(UαiU
∗
βiU

∗
αjUβj) sin2

[
1.27∆m2

ij

L

E

]

−2
∑

i>j

Im(UαiU
∗
βiU

∗
αjUβj) sin2

[
2.54∆m2

ij

L

E

]

where ∆m2
ij ≡ m2

i −m2
j is the mass squared difference between νi and νj in eV2, L is in km, and

E is in GeV. The sign of the last term in Eq. 1.22 is + instead of − in the case of the expression
for anti-neutrino. Therefore, the neutrino oscillation occurs only when ∆m2 6= 0. As described in
the following part, this phenomenon is observed and confirmed by several experiments. This is the
evidence that the neutrinos have finite masses.

1.3.1 Oscillation with three active flavors

In the case of oscillation between three active neutrino flavors, the MNS matrix is expressed using
four independent parameters: three mixing angles, θ12, θ23, θ13, and one complex phase δ;

U =




1 0 0
0 c23 s23

0 −s23 c23






c13 0 s13e
−iδ

0 1 0
−s13e

iδ 0 c13






c12 s12 0
−s12 c12 0

0 0 1


 (1.23)

=




c12s13 s12c13 s13e
−iδ

−s12c23 − c12s13s23e
iδ c12c23 − s12s13s23e

iδ c13s23

s12s23 − c12s13c23e
iδ c12s23 − s12s13c23e

iδ c13c23


 , (1.24)

where cij = cos θij and sij = sin θij . The MNS matrix can include a imaginary part, δ. The δ is
called the CP phase since it generates CP violation in the lepton sector.

If the number of neutrino generations is three, the condition ∆m2
12 + ∆m2

23 + ∆m2
31 = 0 should

be met. Then, the neutrino oscillation can be described with three independent parameters, three
mixing angles, (θ12, θ23, θ31), one CP phase, δ, and any two out of three mass squared differences,
∆m2.

Neutrino oscillations have been measured in variety of ways, such as atmospheric neutrino
observations, solar neutrino observations, reactor neutrino experiments and accelerator neutrino
experiments. Figure 1.1 shows allowed or excluded regions from various past experiments. Among
them, there are two allowed regions observed and confirmed by several experiments:
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1. Atmospheric region: ∆m2
23 ∼ 2.5× 10−3 eV2, θ23 ∼ 45 degrees

The neutrino oscillation at ∆m2
23 ∼ 2.5× 10−3 eV2 was first discovered with the atmospheric

νµ → νx oscillation by the Super-Kamiokande (SK) experiment [12] in 1998. The oscillation
at this region has been confirmed by the two long baseline accelerator neutrino experiments
(K2K [13] and MINOS [14]).

2. Solar region: ∆m2
12 ∼ 8× 10−5 eV2, θ12 ∼ 30 degrees

The neutrino oscillation at ∆m2
12 ∼ 8×10−5 eV2 was discovered with νe → νx oscillation by

solar neutrino experiments (Homestake [15], GALLEX [16], GNO [17], SAGE [18], SNO [19],
SK [20] and Borexino [21]). The oscillation at this regions was confirmed with a reactor
antineutrino disappearance measurement by the KamLAND [22] experiment.
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Figure 1.1: Allowed or excluded regions in the tan2 θ-∆m2 plane by various experiments. There
are two allowed regions around ∆m2 ∼ 10−3(tan2 θ ∼ 1) and ∆m2 ∼ 10−5(tan2 θ ∼ 1/3), which
corresponds to the atmospheric and solar regions, respectively. In addition, there is one allowed
region around ∆m2 ∼ 1, which is claimed by the LSND experiment.
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In addition, there is one allowed region around ∆m2 ∼ 1, which is claimed by the LSND
experiment [23]. However, there is no room to accommodate this oscillation within three neutrino
mixing in the Standards Model, which only allows two independent ∆m2 values.

In this high ∆m2 region, the MiniBooNE experiment recently made searches for νe [24, 25] and
ν̄e [26] appearances in the νµ and ν̄µ beams. The MiniBooNE results excluded most of the LSND
allowed region with the νe appearance measurement, however, they found the event excess with
ν̄e appearance measurements, which are consistent with the LSND result. These results initiated
further interest to the possibility of the neutrino oscillation at ∆m2 ∼ 1eV2. We will discuss an
interpretation of this LSND signal in the following sections.

1.3.2 Neutrino oscillation with sterile neutrinos

The LSND experiment observed a 3.8 σ event excess of ν̄e events in a ν̄µ beam which can be
interpreted as a signal of neutrino oscillation at ∆m2 ∼ 1 eV2 and sin2 2θ ∼ 0.003. A possible
explanation of the signal is a mixing with additional sterile flavors of neutrino (νs) with mass
eigenstates on the order of ∼ 1eV2. Here we consider the mixing with three active flavor and one
(3+1) or two (3+2) sterile flavors, as shown in Fig. 1.2.
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Figure 1.2: Flavor content of neutrino mass eigenstates in (3+1) models (left panel) and (3+2)
models (right panel). The flavor contents are schematically shown.

To search for neutrino oscillations at ∆m2 ∼ 1eV2, the typical neutrino beam energy is in the
range between a few MeV and a few GeV, and the typical baseline length is between a few meters
and a few km, since the oscillation becomes maximum with these parameters. This baseline length
is relatively short compared to those of solar or atmospheric neutrino oscillation measurements.
Therefore, experiments that are sensitive to sterile neutrino oscillation are referred to as short-
baseline oscillation experiments.

For short-baseline experiments, we can neglect the oscillations due to the solar and atmospheric
mass splittings. Hence, we set ∆m2

21 = ∆m2
32 = 0, and ∆m2

41 = ∆m2
42 = ∆m2

43. Then, for the
(3+1) model, the oscillation probability in Eq. (1.22) becomes

P (να → νβ 6=α) = 4|Uα4|2|Uβ4|2 sin2

[
1.27∆m2

41

L

E

]
, (1.25)

and

P (να → να) = 1− 4|Uα4|2(1− |Uα4|2) sin2

[
1.27∆m2

41

L

E

]
. (1.26)

From these equations, we see that the probability of νe appearance from νµ beam, P (νµ → νe),
is proportional to |Ue4|2|Uµ4|2. On the other hand, |Ue4|2 and |Uµ4|2 can be constrained by νe and νµ
disappearance (P (νe → ν6e) and P (νµ → ν6µ)) experiments independently. Therefore, measurements
of νe and νµ disappearance are complementary for the νµ → νe appearance searches.
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Table 1.2 summarizes the results of short-baseline νe and νµ disappearance measurements. The
compatibilities of these data with the LSND and the MiniBooNE results in the context of (3+1)
and (3+2) sterile neutrino models are extensively discussed in Refs. [27–31].

Table 1.2: Summary of short-baseline νe and νµ disappearance measurements which provide
constraints to the LSND-allowed sterile neutrino oscillation parameters [32].

Experiment Channel L/E Optimal ∆m2 90% C.L. sin2 2θ limit Ref.
[km/GeV] [eV2] at optimal ∆m2

Bugey ν̄e → ν̄6e 2 - 50 0.6 < 1.3× 10−2 [33]
CHOOZ ν̄e → ν̄6e 100 - 400 0.006 < 5.0× 10−2 [34]
CCFR νµ → ν6µ 0.004 - 0.03 900 < 2.0× 10−2 [35]
CDHS νµ → ν6µ 0.02 - 1.5 3.0 < 5.3× 10−2 [36]

Figure 1.3 shows the results of a global fit to the current existing oscillation measurements in
the (3+1) sterile neutrino model [30]. Results from atmospheric neutrino oscillation measurement
at SK [12], no-evidence (NEV) experiments (Bugey [33], CHOOZ [34], Palo Berde [37], CDHS [36],
KARMEN [38] and NOMAD [39]), and MiniBooNE result for Eν > 475 MeV (MB475) [24] are
used for the fit. Assuming that the oscillation probability of neutrinos and anti-neutrinos are same,
we see that the allowed region by the LSND experiment is excluded by the other disappearance
measurements.
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in (3+1) schemes, as a function of ∆m2

41. Different contours correspond to 90% and 99% CL.

into two classes: (3+1) and (2+2). In the (3+1) schemes, there is a group of three close-by
neutrino masses that is separated from the fourth one by the larger gap. In (2+2) schemes,
there are two pairs of close masses separated by the large gap. While different schemes within
the same class are presently indistinguishable, schemes belonging to different classes lead to very
different phenomenological scenarios.

A characteristic feature of (2+2) schemes is that the extra sterile state cannot be
simultaneously decoupled from both solar and atmospheric oscillations. To understand why,
let us define ηs =

∑
i ∈ sol |Usi|2 and cs =

∑
j ∈atm |Usj |2, where the sums in i and j run over

mass eigenstates involved in solar and atmospheric neutrino oscillations, respectively. Clearly,
the quantities ηs and cs describe the fraction of sterile neutrino relevant for each class of
experiment. Results from atmospheric and solar neutrino data imply that in both kind of
experiments oscillation takes place mainly between active neutrinos. Specifically, from Fig. 46
of Ref. [4] we get ηs ≤ 0.31 and cs ≤ 0.36 at the 3σ level. However, in (2+2) schemes unitarity
implies ηs + cs = 1. A statistical analysis using the parameter goodness of fit (PG) proposed
in [5] gives χ2

PG = 30.7 for 1 d.o.f., corresponding to a 5.5σ rejection (PG = 3 × 10−8) of the
(2+2) hypothesis. These models are therefore ruled out at a very high confidence level, and in
the rest of this talk we will not consider them anymore.

On the other hand, (3+1) schemes are not affected by this problem. Although the
experimental bounds on ηs and cs quoted above still hold, the condition ηs + cs = 1 no longer
applies. For what concerns neutrino oscillations, in (3+1) models the mixing between the sterile
neutrino and the three active ones can be reduced at will, and in particular it is possible to
recover the usual three-neutrino scenario as a limiting case. However, as widely discussed in
the literature (see, e.g., Ref. [6] and references therein) these models are strongly disfavored as
an explanation of LSND by the data from other short-baseline (SBL) laboratory experiments.
In the limit ∆m2

lsnd # ∆m2
atm # ∆m2

sol the probability Pνµ→νe which is relevant for LSND
as well as for KARMEN [7], NOMAD [8] and MiniBooNE is driven by the large ∆m2

41, and is
given by

Pνµ→νe = Pν̄µ→ν̄e = 4 |Ue4Uµ4|2 sin2 ∆m2
41L

4E
, (1)

where L is the distance between source and detector. The LSND, KARMEN, NOMAD
and MiniBooNE experiments give allowed regions in the (∆m2

41, |Ue4Uµ4|2) plane which can

The 2007 Europhysics Conference on High Energy Physics IOP Publishing
Journal of Physics: Conference Series 110 (2008) 082011 doi:10.1088/1742-6596/110/8/082011

2

Figure 1.3: Bounds on |Ue4|2 (left panel), on |Uµ4|2 and on sin2 2θ = 4|Ue4Uµ4|2 in the (3+1)
scheme, as a function of ∆m2

41. In the left (middle) panels, allowed regions from νe(νµ) disappear-
ance experiments are shown as shaded regions. Different contours correspond to 90% and 99%
C.L.. Limits obtained by a global fit to all experimental data listed in the text is shown in the right
panel. The fit excludes the parameter region on the right-hand side of the blue solid (dashed) line
by 90% (99%) C.L. The allowed region from the LSND decay-at-rest (DAR) data [23] is also shown,
and it is incompatible with the other data in this (3+1) scheme. This figure is from Ref. [30].

With the (3+2) model, the oscillation probability is given by

P (να → να) = 1− 4[(1− |Uα4|2 − |Uα5|2)(|Uα4|2 sin2 x41 + |Uα5|2 sin2 x51)

+|Uα4|2|Uα5|2 sin2 x54], (1.27)

P (να → νβ 6=α) = 4|Uα4|2|Uβ4|2 sin2 x41 + 4|Uα5|2|Uβ5|2 sin2 x51

+8|Uα5||Uβ5||Uα4||Uβ4| sinx41 sinx51 cos(x54 − φ54), (1.28)
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where xij = 1.27∆m2
ijL/E and φ54 = arg(Uα5U

∗
β5U

∗
α4Uβ4).

Figure 1.4 show the results of global fits to the existing measurements at the appearance and
disappearance experiments with the (3+2) model. In this case, there are four parameters which
describe νµ → νe oscillation probability: |Ue4Uµ4| , |Ue5Uµ5|, ∆m2

41 and ∆m2
51. The figure shows the

allowed region projected into |Ue5Uµ5| vs. |Ue4Uµ4| plane. The allowed regions by the appearance
data (LSND [23], KARMEN [38] , NOMAD [39] and MiniBooNE [24]) and by the disappearance
data (Bugey [33], CHOOZ [34], Palo Berde [37] and CDHS [36]) are separately shown. We can see
that the compatibility is slightly better than the (3+1) model, but still largely incompatible each
other. Hence, further search for νµ disappearance can play a crucial role in testing these models.

There are many more exotic models to explain the LSND and other existing measurements,
including sterile neutrinos in extra dimensions [40], decaying sterile neutrino [41] and CPT vi-
olation [42]. Further searches of νµ and νe disappearance can also test these models with high
precision.
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4. Conclusions
We have considered the global fit to short-baseline neutrino oscillation data including the recent
data from MiniBooNE, in the framework of (3+1), (3+2) and (3+3) oscillation models. Four-
neutrino models are ruled out since (a) the don’t allow to account for the low energy event excess
in MB, (b) MiniBooNE result cannot be reconciled with LSND, and (c) there is severe tension
between appearance and disappearance experiments. Five-neutrino models provide a nice way
out for problems (a) and (b), but fail to resolve (c). Similarly, six-neutrino models do not offer
qualitatively new effects with respect to (3+2). In all cases we find severe tension between
different sub-samples of the data, hence we conclude that at the light of present experimental
results it is not possible to explain the LSND evidence in terms of sterile neutrinos.
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Figure 1.4: Allowed regions at 90% and 99% C.L. in (3+2) schemes for appearance data (shaded
regions) and disappearance data (bottom left side of the solid (90% C.L.) and dashed (99% C.L.)
curves) projected onto the plane of |Ue4Uµ4| and |Ue5Uµ5|. In the left panel MiniBooNE (MB) data
with Eν > 475 MeV (MB475) is used in the fit whereas in the right panel the full MB energy range
is used in the fit (MB300). This figure is from Ref. [31].

1.4 νµ disappearance search with the Fermilab Booster Neutrino
Beam

If there is some mechanism which violates CP or CPT invariance, P (να → νβ) is different from
P (ν̄α → ν̄β). This possibility become particularly interesting since MiniBooNE observed an event
excess in the ν̄µ → ν̄e search [26] while they find null oscillation signal in the νµ → νe search [24, 25].
Hence, it is important to search for νµ and ν̄µ disappearances independently to test any possible
scenarios which explain the LSND and MiniBooNE measurements.

Recently, MiniBooNE group made a search for νµ and ν̄µ disappearances with the Fermilab
Booster Neutrino Beam [43], using MiniBooNE data only [44]. They obtained limits slightly bet-
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ter than CDHS experiment in νµ disappearance measurement, and made the first search for ν̄µ
disappearance at 0.5 < ∆m2 < 10 eV2, as shown in Fig. 1.5.

However, this analysis is suffered by large uncertainties of the neutrino beam flux and the
neutrino-nucleus interaction cross sections. Therefore the measurement could be improved if we
could reduce the uncertainties by measuring the neutrino beam flux and cross sections with the
front detector for MiniBooNE in the Fermilab Booster Neutrino Beam.

the prediction, assuming no oscillations (null hypothesis)
with diagonal elements of the error matrix. The dominant
systematics arise from the neutrino flux (production of

!þ=" from p-Be interactions) and CCQE cross section
uncertainties; uncertainties at low energy are larger be-
cause of the substantial CC1!þ background and uncer-
tainties in the CCQE cross section in this region. As shown
in Fig. 1, the individual bin errors are large, but adjacent
bins are nearly fully correlated. The "2 between the data
and the null hypothesis is 17.78 (16 DF, 34% probability)
for the neutrino mode sample, which is consistent with no
oscillations at the 90% C.L. The top plot of Fig. 3 shows
the 90% C.L. sensitivity and limit curves for the neutrino
mode sample. The minimum "2 ¼ 12:72 (13 DF, 47%
probability) at !m2 ¼ 17:5 eV2, sin22# ¼ 0:16. The
probability distribution and number of degrees of freedom
for the "2 statistic are determined from an analysis of a set
of simulated data samples, as suggested in Ref. [21].

The bottom plot in Fig. 1 shows the ratio of data to the
null hypothesis and three oscillation scenarios. The shape
distortion for !m2 ¼ 0:5 eV2 is very different from
!m2 ¼ 3:0 eV2. The "2 therefore changes rapidly as a
function of !m2, resulting in rapid changes in the 90%
C.L. sensitivity and limit curves (Fig. 3) for small differ-
ences in !m2. Similar features are also seen in previous
disappearance analyses [7,8].

The "$% disappearance analysis proceeds in the same

manner as the $% analysis, except that only the "$% events

are allowed to oscillate in the fit and the $% events are kept

fixed. This determines the limit on a model where the "$%

can oscillate but the $% cannot. A model where both $%

and "$% oscillate with equal oscillation probability versus

energy would produce a limit very similar to the neutrino
mode limit.
During antineutrino data taking, two absorber plates

inadvertently fell vertically into the decay volume at
25 m and were later removed, creating three distinct data
taking periods with zero, one, or two absorbers in the beam
line. The event rate was predicted to be 13% (20%) lower
for one (two) plate(s) in the beam. One (two) absorber plate
(s) were in the beam for 16.8% (18.1%) of the antineutrino
data taking. Beam line monitoring systems indicated when
each plate dropped. Because the changes to the beam line
are understood, a separate simulation was run with the
appropriate number of absorber plates in the beam line.

Figure 2 shows the EQE
$ distribution for the antineutrino

mode sample. The "2 of the null hypothesis is 13.7, 8.2,
15.2, 10.29 (16 DF) for the zero, one, and two absorber
plate and total data, respectively. The antineutrino mode
data are also consistent with no oscillations at the 90%
C.L., so the bottom plot of Fig. 3 shows the 90% C.L.
sensitivity and limit curves for the antineutrino disappear-
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FIG. 3. The top plot shows the sensitivity (dashed line) and
limit (solid line) for 90% C.L. for neutrino disappearance in
MiniBooNE. Previous limits by CCFR (dark grey) and CDHS
(light grey) are also shown. The bottom plot uses the same
convention for antineutrino disappearance.
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Figure 1.5: The sensitivity (dashed line) and limit (solid line) for 90% C.L. for neutrino (top
plot) and anti-neutrino (bottom plot) disappearance search with MiniBooNE data only. The right-
hand side of these curves are excluded. The best fit points are obtained by fits to the MiniBooNE
spectrum shapes with two parameters (sin2 2θ,∆m2). Excluded region by CCFR (dark grey) and
CDHS (light grey) are also shown. These figures are from [44].

To test the scenario with CP or CPT violation, global fits to world existing short-baseline
neutrino oscillation measurements are made for either neutrino or anti-neutrino data only [29, 45].
The obtained allowed regions of global (3+1) sterile neutrino fits are shown in Figure 1.6. The
results from MiniBooNE measurements are also shown in this figure. Interestingly, we see allowed
regions exist just below the limits obtained by the MiniBooNE. Especially, the best fit value for anti-
neutrino data suggest a significant (sin2 2θ > 0.2) short-baseline ν̄µ disappearance, as a consequence
of the observed event excess at LSND and MiniBooNE and strong ν̄e disappearance limits from
Bugey and CHOOZ. This further motivates to improve the previous MiniBooNE measurements
and to explore these allowed parameter regions.

As discussed in more detail in the rest of this thesis, we conducted the SciBooNE experiment [46]
to provide the flux and cross section measurements for νµ disappearance search for MiniBooNE, as
well as to measure the neutrino interaction cross sections themselves more precisely. We report an
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improved search for νµ disappearance by using data from both the SciBooNE and the MiniBooNE
experiments in this thesis.

!m2 ! 0:91 eV2. The MINOS experiment [33] should
also have sensitivity to these oscillation parameters in
antineutrino running mode; muon antineutrino disappear-
ance search results from MINOS are expected soon [34].
Incorporation of the upcoming MiniBooNE and MINOS

disappearance results in these fits is currently being
investigated.
Neutrino-only fits also yield a reasonably high

!2-probability of 47%; the corresponding allowed regions
are shown in Fig. 8. Current constraints from MiniBooNE
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Figure 1.6: The 90% and 99% allowed regions for νµ disappearance from a global fit to the all
neutrino (left) and to the all anti-neutrino (right) data sets. The 90% C.L. limits from MiniBooNE
measurements νµ and ν̄µ disappearance searches [44] are also shown. These plots are taken from
Ref. [29].

1.5 Measurement of inclusive charged current interactions

1.5.1 Importance of inclusive charged current interaction measurements

As mentioned in the previous section, one of the major source which reducing the sensitivity of νµ
disappearance in MiniBooNE is the uncertainty of the neutrino interaction cross section.

In MiniBooNE, they detect muon neutrino charged current (CC) interactions on carbon in the
1 GeV region. In this energy region, the dominant interaction process is CC quasi-elastic (QE)
interaction (νµn→ µ−p) which is about 60% of total CC interaction, with the sub-dominant (35%)
CC single meson production (νµN → µ−N ′m) where N and N ′ are the nucleons (proton or neu-
tron) and m is the meson. For the νµ disappearance analysis, they select CC-QE interactions
and reconstruct the neutrino energy from the muon kinematics, as described in more detail in
Appendix C.

The major uncertainties of the neutrino-nucleus interaction are categorized into the following
three components:

• Neutrino-nucleon interaction model.

• Nuclear model (Fermi motion and nuclear potential).

• Intra-nuclear interactions of the hadronic final states.

The uncertainty of the neutrino-nucleon interaction is predominantly due to the uncertainty of
the axial form factor (known as FA [47]) of the nucleons, which can not be measured by electron
scattering experiments and hence can be determined by neutrino interactions only. This axial form
factor changes both the absolute normalization and the muon kinematics. As for the normalization,
we have ∼ 20% error associated with the FA uncertainty.
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Also, the uncertainty of the nuclear model is significant especially in the 1 GeV region, because
the Fermi surface momentum of carbon nucleus, which is about 200 MeV, is close to the neutrino
beam energy. The most significant feature of this nuclear effect is the Pauli-blocking, causing the
suppression of the small Q2 interactions. Recently, MiniBooNE collaboration measured CC-QE
interactions and found a significant event deficit at the low-Q2 region [48]. This indicates that
the current nuclear model with the relativistic Fermi gas model [49] dose not describe well the
experimental data. Hence, we have large uncertainty associated with this.

Finally, to select an exclusive interaction mode (like CC-QE), one need to detect hadronic final
states in addition to the muons. However, there is a large uncertainty of the intra-nuclear interac-
tions of the hadronic final states (e.g. nucleon re-scattering and pion charge exchanges). We often
refer this as to the final state interactions (FSI). Hence, for exclusive interaction measurements, we
have a large uncertainty of the background contamination due to the uncertainties of the FSI.

These uncertainties all affected to the oscillation measurements at MiniBooNE, as well as to
any other experiment uses neutrino-nucleus interactions in the few GeV region. Hence, we need
to know these cross sections precisely. However, the exclusive interaction cross sections are always
suffered by the large uncertainty of the FSI. Therefore, it is very important to measure inclusive
cross sections as well, and compare with the exclusive measurements.

Figure 1.7 shows the summary of current existing neutrino CC interaction cross section mea-
surements. In addition, NOMAD [50] and MINOS [51] recently reported more precise CC inclusive
interaction cross section measurements in the energy region above ∼3 GeV. In the ∼1 GeV region,
where the recent oscillation experiments are conducted, all inclusive CC measurements were made
on deuterium targets using old bubble chamber experiments [52, 53]. As mentioned before, the
nuclear effects of the neutrino target material are significant in the 1 GeV region. Therefore, the
cross sections on deuterium targets are not directly applicable to the heavier nuclear target materi-
als used in the recent accelerator-based neutrino experiments in this energy region, e.g. SciBooNE,
MiniBooNE and T2K. Furthermore, the results in Ref. [53] use the CC quasi elastic (QE) interac-
tions to normalize the absolute neutrino flux, which introduces additional ambiguity caused by the
choice of CC-QE interaction models. Hence, the CC inclusive interaction cross section on nuclear
targets in the 1 GeV region is a large missing piece.

1.5.2 Benefits to the measurements of exclusive channels

There are several recent exclusive cross section measurements awaiting for comparison with the CC
inclusive interaction cross sections.

The first one is the CC-QE cross section measurement on carbon at 0.4 < Eν < 2.0 (GeV) by
MiniBooNE [66], shown in Figure 1.8. In thise figure, MA is the axial mass for the dipole axial
form factor, FA(Q2) = gA/(1 + (Q2/M2

A)), where gA = −1.267 is determined from neutron β-decay
measurements, and κ is an empirical parameter to tune the size of Pauli-blocking where κ = 1.0 is
the default value. Interestingly, the obtained cross section is higher than what extrapolated from a
measurement at Eν > 3 (GeV) by NOMAD [67], and obtained MA values are incompatible. Then,
this discrepancy could be due to the uncertainty of the nuclear model, or the uncertainty of the
FSI which lead to mis-estimate the backgrounds from CC single meson productions. To check the
effect of the FSI, we need a measurement of CC inclusive interaction in MiniBooNE energy region,
ideally, as well as in the intermediate energy region at 2.0 < Eν < 3.0 (GeV).

The second is the recent cross section measurements by the SciBooNE collaboration. We mea-
sured the ratio of the cross sections of charged current coherent pion production [68] and neutral
current neutral pion production [69, 70], which were both normalized to CC inclusive interactions.
The CC pion production and NC pion production are the the largest backgrounds for νµ disappear-
ance and νe appearance measurements, respectively. Hence, these are especially important for the
neutrino oscillation experiments in the 1 GeV region, such as MiniBooNE and T2K. However, these
results are usually hard to compare with the cross section models since the models usually predict
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Figure 1.7: Charged current total cross sections divided by neutrino energy for neutrino nu-
cleon charged current interactions. The solid line shows the calculated total cross section.
The dashed, dot and dash-dotted lines show the calculated quasi-elastic, single-meson and
deep-inelastic scatterings, respectively. The data points are taken from the following experi-
ments: (4)ANL[54], (©)GGM77[55], (•)GGM79(a)[56],(b)[57], (∗)Serpukhov[58], (♦)ANL82[59],
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(�)CCFRR84[65], and (N)BNL82[53].

the absolute cross sections, not the ratios to the total CC interaction cross section. Once the abso-
lute normalization for these measurements are given by a CC inclusive cross section measurement,
precise comparisons with the theoretical predictions become possible.

Because of poor knowledge of cross sections, several neutrino interaction simulators are often
used and tested to predict the different cross sections and the kinematics of final state particles.
Among these, NEUT [71, 72] and NUANCE [73] are commonly used for the recent neutrino oscilla-
tion and interaction measurements. NEUT is used in the Kamiokande [74], Super-Kamiokande [12],
K2K [13], and T2K experiments, while NUANCE is used in MiniBooNE and as a check of simula-
tions in several experiments. Although they are both tuned to describe the experimental data, they
have not yet been precisely tested and compared with each other in a single experiment. Hence,
in order to make a precise measurement of neutrino oscillations, it is important to test these cross
section models together and to select models which well describe experimental data.

1.6 Overview of this thesis

In this thesis, we report on a measurement of CC inclusive interactions of muon neutrinos in the few
GeV region. We also use the measurement to improve a search for short-baseline muon neutrino
disappearance with the Fermilab Booster Neutrino Beam.

We collected high-statistics CC interaction sample at SciBooNE, and extracted energy depen-
dent charged current interaction rates and cross sections for a wide energy range from 0.25 GeV
to ∼3 GeV. This is the first measurement of the CC inclusive interaction cross section on carbon
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B. Flux-integrated single differential cross section

The flux-integrated, single differential cross section per
neutron, d!

dQ2
QE
, has also been measured and is shown in

Fig. 14. The quantityQ2
QE is defined in Eq. (2) and depends

only on the (unfolded) quantities T" and cos#". It should
be noted that the efficiency for events with T" < 200 MeV
is not zero because of difference between reconstructed
and unfolded T". The calculation of efficiency for these

(low-Q2
QE) events depends only on the model of the detec-

tor response, not on an interaction model and the associ-
ated uncertainty is propagated to the reported results.

In addition to the experimental result, Fig. 14 also
shows the prediction for the CCQE process from the
NUANCE simulation with three different sets of parameters
in the underlying RFG model. The predictions are abso-
lutely normalized and have been integrated over the
MiniBooNE flux. The RFG model is plotted assuming
both the world-averaged CCQE parameters (MA ¼
1:03 GeV, $ ¼ 1:000) [9] and the CCQE parameters ex-
tracted from this analysis (MA ¼ 1:35 GeV, $ ¼ 1:007) in
a shape-only fit. The model using the world-averaged
CCQE parameters underpredicts the measured differential
cross section values by 20%–30%, while the model using
the CCQE parameters extracted from this shape analysis
are within" 8% of the data, consistent within the normal-
ization error ( " 10%). To further illustrate this, the model
calculation with the CCQE parameters from this analysis
scaled by 1.08 is also plotted and shown to be in good
agreement with the data.

C. Flux-unfolded CCQE cross section as a function of
neutrino energy

The flux-unfolded CCQE cross section per neutron

!½EQE;RFG
% $, as a function of the true neutrino energy

EQE;RFG
% , is shown in Fig. 15. These numerical values are

tabulated in Table X in the appendix. The quantity EQE;RFG
%

is a (model-dependent) estimate of the neutrino energy
obtained after correcting for both detector and nuclear
model resolution effects. These results depend on the de-
tails of the nuclear model used for the calculation. The
dependence is only weak in the peak of the flux distribution
but becomes strong for E% < 0:5 GeV and E% > 1:2 GeV,
i.e., in the ‘‘tails’’ of the flux distribution.

In Fig. 15, the data are compared with the NUANCE

implementation of the RFG model with the world average
parameter values, (Meff

A ¼ 1:03 GeV, $ ¼ 1:000) and with
the parameters extracted from this work (Meff

A ¼
1:35 GeV, $ ¼ 1:007). These are absolute predictions
from the model (not scaled or renormalized). At the aver-
age energy of the MiniBooNE flux ( " 800 MeV), the
extracted cross section is " 30% larger than the RFG
model prediction with world average parameter values.
The RFG model, with parameter values extracted from

the shape-only fit to this data better reproduces the data
over the entire measured energy range.
Figure 15(b) shows these CCQE results together with

those from the LSND [56] and NOMAD [10] experiments.
It is interesting to note that the NOMAD results are better
described with the world average Meff

A and $ values. Also
shown for comparison in Fig. 15(b) is the predicted cross
section assuming the CCQE interaction occurs on free
nucleons with the world average MA value. The cross
sections reported here exceed the free nucleon value for
E% above 0.7 GeV.

D. Error summary

As described in Sec. IVE, (correlated) systematic and
statistical errors are propagated to the final results. These
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FIG. 15 (color online). Flux-unfolded MiniBooNE %" CCQE
cross section per neutron as a function of neutrino energy. In (a),
shape errors are shown as shaded boxes along with the total
errors as bars. In (b), a larger energy range is shown along with
results from the LSND [56] and NOMAD [10] experiments.
Also shown are predictions from the NUANCE simulation for an
RFG model with two different parameter variations and for
scattering from free nucleons with the world-average MA value.
Numerical values are provided in Table X in the appendix.

TABLE IV. Contribution to the total normalization uncertainty
from each of the various systematic error categories.

source normalization error (%)

neutrino flux prediction 8.66
background cross sections 4.32
detector model 4.60
kinematic unfolding procedure 0.60
statistics 0.26
total 10.7

A. A. AGUILAR-AREVALO et al. PHYSICAL REVIEW D 81, 092005 (2010)

092005-16

Figure 1.8: The νµ CC-QE cross sections as a function of reconstructed neutrino energy assuming

CC-QE kinematics (EQEν ). The relativistic Fermi gas model (RFG) is assumed and hence the
superscript “RFG” is added as EQE,RFGν . These plots are taken from Ref. [66].

around 1 GeV. The results of this measurement are used for the the following three purposes.
First, the obtained CC interaction rate and cross section can be used to tune either neutrino

flux and interaction models. Thus, it helps future neutrino oscillation experiments, such as T2K.
We simulate neutrino interactions in SciBooNE using both NEUT and NUANCE program libraries.
In this thesis, we discuss the difference of these two simulators, and report the detailed comparison
with our measurements. The another unique feature of this analysis is that the result covers a wide
energy range from 0.25 GeV to ∼3 GeV. This also give an important information to test the energy
dependence of various cross section models, and to test the discrepancy between MiniBooNE and
NOMAD measurements.

Second, this analysis provides the normalization for SciBooNE’s previous cross section ratio
measurements for charged current coherent pion production [68] and neutral current neutral pion
production [69, 70]. This thesis provides an CC interaction cross section with the same definition
used in the previous analyses, so that the measured ratios can be converted to absolute cross
sections. Then, precise comparison with various cross section models become possible.

Finally, this analysis result is an important input for a search for νµ disappearance search with
the Fermilab Booster Neutrino Beam. The measured CC interaction rate is used to constrain
the flux and cross section at MiniBooNE. An improved search for νµ disappearance using both
SciBooNE and MiniBooNE data is also reported in this thesis.

The remainder of this thesis is organized as follows. First, we give a brief overview of the
experimental setup and the strategy of the analysis in Chapter 2. A detailed description of the
experimental apparatus and the corrected data sets are given in Chapter 3. The simulation of the
SciBooNE experiment is described in Chapter 4. Then, we describe reconstruction of CC events
in SciBooNE in Chapter 5. In Chapter 6, we report a measurement of CC event rate and cross
section at SciBooNE. Finally, a search for νµ disappearance using both SciBooNE and MiniBooNE
data is presented in Chapter 7. The conclusions are given in Chapter 8.



14

Chapter 2

Experimental technique

In this chapter, we first introduce an overview of the experimental setups of the SciBooNE and
MiniBooNE experiments. Then, we describe the principle and the strategy for the neutrino oscil-
lation and cross section measurements.

2.1 Overview of the experimental setup

Figure 2.1 show the schematic drawing the experimental setup of SciBooNE and MiniBooNE ex-
periments. The experiments use the Booster Neutrino Beam (BNB) at Fermi National Accelerator
Laboratory (FNAL). The BNB produces an intense muon neutrino and anti-neutrino beam with the
mean energy of ∼ 0.8 GeV. The produced neutrinos are detected by the SciBooNE and MiniBooNE
detectors, which both placed on the axis of the beamline.

50 m

100 m 440 m

MiniBooNE

Detector

Decay region

SciBooNE

DetectorTarget/Horn

Figure 2.1: Schematic drawing of the experimental setup of SciBooNE and MiniBooNE.

2.1.1 SciBooNE experiment

The SciBooNE detector is positioned 100 m downstream from the neutrino production target,
and 440 m upstream from the MiniBooNE detector. SciBooNE uses the Scintillator Bar (SciBar)
detector, a fully active fine segmented tracking detector, which was originally developed and used
for the K2K experiment [75]. SciBar acts as the neutrino target, and also can detect all charged
particles produced by neutrino interactions. We started beam data taking in June 2007, and
completed in August 2008.

The main physics motivations of SciBooNE are to make precise measurement of neutrino-nucleus
interaction cross sections, and to act as a front detector for MiniBooNE for neutrino oscillation
studies.

Figure 2.2 show the νµ energy spectrum at SciBooNE compared with those at K2K and T2K.
Since the entire range of the T2K energy spectrum is covered within the spectrum of SciBooNE,
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various neutrino cross section measurements at SciBooNE could help neutrino oscillation studies
in T2K.
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Figure 2.2: Comparison of the muon neutrino energy spectra at K2K, T2K, and SciBooNE. All
curves are normalized to unit area.

As for the oscillation studies with MiniBooNE, SciBooNE can provide a constraint on the prod-
uct of flux and cross-section. As shown in Fig. 2.1, the SciBooNE detector is sharing the same
neutrino beam with MiniBooNE. In addition, the neutrino target materials are both essentially car-
bon; polystyrene (C8H8) for SciBooNE, and mineral oil (CH2) for MiniBooNE. Therefore, most of
the flux and cross section uncertainties cancel when we compare the data from the two experiments.
Then, a νµ disappearance search with high sensitivity becomes possible.

2.1.2 MiniBooNE experiment

The MiniBooNE experiment is designed to test the νµ → νe oscillation indicated by the LSND
experiment. As shown in Eq. (1.22), the oscillation probability is a function of the flight length
divided by the energy of neutrinos (L/E). Since the observed excess of ν̄e events at LSND peaks
at L/E ∼ 0.7 m/MeV [23], the baseline length of MiniBooNE is set to hold this L/E ratio, i.e.,

LMiniBooNE

EMiniBooNE
=
∼ 540 (m)

∼ 800 (MeV)
∼ 0.7 (m/MeV). (2.1)

The experiment started beam data taking in 2002, and still correcting data to the present.

2.2 Principle of the measurements

2.2.1 Neutrino oscillation analysis

To search for neutrino oscillation, we count the number of neutrino interactions in the detector and
compare that with the prediction. The number of detected neutrino interaction (N) can be written
as the product of the neutrino flux (Φ), the cross section (σ) and the detection efficiency (ε) as

N = Φ · σ · ε. (2.2)

However, in our current knowledge, the uncertainties of both the neutrino flux (Φ) and the neutrino
interaction cross section (σ) are large and they are only known with 10-20% accuracy. That was
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the reason why these flux and cross section uncertainty was limiting the sensitivity of the previous
νµ disappearance search [44].

Then, we constrain these flux and cross section uncertainties using SciBooNE measurements.
However, it is hard to extract flux or cross section itself with high precision, because the observed
number of events is always the product of them, and the uncertainties of both flux and cross section
are large. Hence, we extract the interaction “rate”, R = Φ · σ, which measured as

RSB =
Nobs
SB

εSB
, (2.3)

where Nobs
SB , εSB and RSB are observed number of events, detection efficiency and extracted inter-

action rate at SciBooNE, respectively. Since SciBooNE and MiniBooNE share the neutrino beam
and use the same neutrino interaction target, we can assume for the first order that

ΦMB = α · ΦSB, σMB = σSB, (2.4)

and hence,

RMB = α · RSB (2.5)

where α is a constant number, and ΦSB(MB), σSB(MB) and RSB(MB) are the neutrino flux, cross
section and interaction rate at SciBooNE (MiniBooNE) detector, respectively. Then, we make a

constrained prediction of the number of events in MiniBooNE (Mpred
MB ) as,

Mpred
MB = RMB · εMB = α · RSB · εMB = α · N

obs
SB

εSB
· εMB, (2.6)

where εMB is the detection efficiency at MiniBooNE. An oscillation analysis is conducted by com-
paring this Mpred

MB with the observed number of events, Mobs
MB. This procedure is schematically

drawn in Figure 2.3.

The uncertainty of the prediction, Mpred
MB , is now just resulting from the statistical fluctuation

of the SciBooNE measurement (Nobs
SB ), the detection efficiencies (εSB, εMB), and the SciBooNE-

MiniBooNE flux ratio (α). With a high precision and high statistics measurement at SciBooNE,
we can make these errors much smaller than the original error, which resulting from the flux and
cross section uncertainties. Then, we make an improved search for νµ disappearance with this
setup.

Nobs = !SB!"SB!#SB Mpred = !MB!"MB!#MB

Mobs

Comparison

RSB RMB

= =

Extrapolation

Measurement at SciBooNE Prediction at MiniBooNE

Observation at MiniBooNE

Figure 2.3: A simple flow of the SciBooNE-MiniBooNE joint oscillation analysis.



2.3. ANALYSIS STRATEGY 17

In practice, we extract the rate normalization factor, f = RSB/RorigSB , from the SciBooNE data.

Here, RorigSB(MB) is the original prediction of the neutrino interaction rate at SciBooNE(MiniBooNE).
Then, the prediction of the number of MiniBooNE events is calculated as

Mpred
MB = f · RorigMB · εMB

(
=
RSB
RorigSB

· RorigMB · εMB = α · RSB · εMB

)
. (2.7)

2.2.2 Measurement of neutrino interaction cross section

Using the measured interaction rate at SciBooNE, we also extract the interaction cross section by
using the predicted flux,

σ =
RSB

T · ΦSB
, (2.8)

where T is the number of target nucleons in the SciBooNE detector. For the cross section cal-
culation, additional uncertainty of the number of target (T ) and the flux prediction (ΦSB) are
included. Hence, the total uncertainty is larger than that of the rate measurement. However,
this cross section is an important information to compare with the theoretical predictions of the
neutrino interactions.

2.3 Analysis strategy

Figure 2.4 show the a simple flow of the analysis strategy presented in this thesis. The first step is
that we extract energy dependent neutrino interaction rates from SciBooNE charged current data
sample, using a method called “spectrum fit”. Then, the result of the rate measurement is used
in two ways. First, we make the first measurement of CC inclusive cross section on carbon in the
1 GeV region. With this result, various comparison with the theoretical predictions and exclusive
channels can be made. Second, we extrapolate the rate to MiniBooNE, and make a prediction
of the reconstructed Eν distribution. By comparing this prediction with the observed data at
MiniBooNE, we make an improved search for νµ disappearance at 0.5 < ∆m2 < 30(eV2).

SciBooNE data

CC interaction rate measurement

MiniBooNE rec. E!  prediction

MiniBooNE rec. E!  data

Spectrum fit

Oscillation fit

CC interaction cross 
section extraction

Figure 2.4: A simple flow chart of the analysis strategy
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Chapter 3

Experimental apparatus and the data
sets

In this chapter, we describe the experimental apparatus, and the collected data sets of the SciBooNE
and MiniBooNE experiments.

3.1 Experimental apparatus

3.1.1 Booster Neutrino Beam

Protons with 8 GeV kinetic energy are produced at the Fermilab Booster and used as the primary
beam for the Fermilab Booster neutrino beam. Each beam spill contains approximately 4-5×1012

protons within a total spill duration of 1.6 µsec. The spills have sub-structure of 81 bunches of
protons, approximately 6 nsec wide each and 19 nsec apart. The beam is extracted and directed
to the BNB target hall. Two toroidal current transformers are used to measure number of protons
delivered to the target. These apparatus measured primary beam flux at 2% precision for each
spill.

3.1.1.1 Target and magnetic focusing horn

The primary proton beam extracted from the Booster is then smashed into a thick beryllium
target. The target’s radius is 0.51 cm and the length is 71.1 cm, or about 1.7 inelastic interac-
tion lengths. Hadronic interactions between the beam protons and the target material produce
secondary mesons (pions and kaons). Majority of secondary charged particles are charged pions
(π+/−), which predominantly decay into muon (anti-)neutrinos via π+ → µ+νµ or π− → µ−ν̄µ.

A magnetic horn is placed just outside of the target, and used to focus positively or negatively
charged particles from the target towards the direction of the SciBooNE and MiniBooNE detectors.
The magnetic horn used in the BNB is shown in Fig. 3.1. The horn is pulsed by approximately a
143 µsec long half-sinusoid current with the amplitude of 174 kA, synchronized to each beam spill.
This produces focusing toroidal magnetic field for charged mesons. The measured strength of the
magnetic field is shown in Fig. 3.2. The polarity of the horn current flow can be altered, which can
switch focusing for positively and negatively charged particles. This allowed us to switch between
the neutrino-mode beam and the anti-neutrino-mode beam.

3.1.1.2 Decay region and absorber

Figure 3.3 shows the layout of the BNB. The secondary mesons produced at the target/horn region
are further collimated via passive shielding, and directed to a cylindrical decay region, which have
the size of 50 m long and 90 cm in radius, filled with air at atmospheric pressure. Neutrinos are
produced via decays of the secondary mesons in this decay region, and preferably fly towards the
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horn. The largest field values of 1.5 Tesla are obtained
where the inner conductor is narrowest (2.2 cm radius).
The effects of time-varying fields within the cavity of the
horn are found to be negligible. The expected field prop-
erties of the horn have been verified by measuring the
current induced in a wire coil inserted into the portals of
the horn. Figure 5 shows the measured R dependence of the
azimuthal magnetic field compared with the expected 1=R
dependence. The ‘‘skin effect’’, in which the time-varying
currents traveling on the surface of the conductor penetrate
into the conductor, results in electromagnetic fields within
the conductor itself.

During operation, the horn is cooled by a closed water
system which sprays water onto the inner conductor via
portholes in the outer cylinder. The target assembly is
rigidly fixed to the upstream face of the horn, although
the target is electrically isolated from its current path. At
the time of writing, two horns have been in operation in the
BNB. The first operated for 96! 106 pulses before failing,

FIG. 4 (color online). The MiniBooNE pulsed horn system.
The outer conductor (gray) is transparent to show the inner
conductor components running along the center (dark green
and blue). The target assembly is inserted into the inner con-
ductor from the left side. In neutrino-focusing mode, the (posi-
tive) current flows from left-to-right along the inner conductor,
returning along the outer conductor. The plumbing associated
with the water cooling system is also shown.

FIG. 3 (color online). Left: Neutrino event times relative to the nearest RF bucket (measured by the RWM) corrected for expected
time-of-flight. Right: An oscilloscope trace showing the coincidence of the beam delivery with the horn pulse. The top trace (labeled
‘‘2’’ on the left) is a discriminated signal from the resistive wall monitor (RWM), indicating the arrival of the beam pulse. The bottom
trace (labeled ‘‘1’’ on the left) is the horn pulse. The horizontal divisions are 20 !s each.
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FIG. 5. Measurements of the azimuthal magnetic field within
the horn. The points show the measured magnetic field, while the
line shows the expected 1=R dependence. The black lines
indicate the minimum and maximum radii of the inner conduc-
tor.
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Figure 3.1: The MiniBooNE magnetic horn
system. The outer conductor (gray) is trans-
parent to show the inner conductor components
running along the center (dark green and blue).
The target assembly is inserted into the inner
conductor and located at the left side. In the
neutrino-focusing mode, the current flows from
left-to-right along the inner conductor, return-
ing along the outer conductor. The plumbing
for the the water cooling system is also shown.
This figure is from [43].

horn. The largest field values of 1.5 Tesla are obtained
where the inner conductor is narrowest (2.2 cm radius).
The effects of time-varying fields within the cavity of the
horn are found to be negligible. The expected field prop-
erties of the horn have been verified by measuring the
current induced in a wire coil inserted into the portals of
the horn. Figure 5 shows the measured R dependence of the
azimuthal magnetic field compared with the expected 1=R
dependence. The ‘‘skin effect’’, in which the time-varying
currents traveling on the surface of the conductor penetrate
into the conductor, results in electromagnetic fields within
the conductor itself.

During operation, the horn is cooled by a closed water
system which sprays water onto the inner conductor via
portholes in the outer cylinder. The target assembly is
rigidly fixed to the upstream face of the horn, although
the target is electrically isolated from its current path. At
the time of writing, two horns have been in operation in the
BNB. The first operated for 96! 106 pulses before failing,

FIG. 4 (color online). The MiniBooNE pulsed horn system.
The outer conductor (gray) is transparent to show the inner
conductor components running along the center (dark green
and blue). The target assembly is inserted into the inner con-
ductor from the left side. In neutrino-focusing mode, the (posi-
tive) current flows from left-to-right along the inner conductor,
returning along the outer conductor. The plumbing associated
with the water cooling system is also shown.

FIG. 3 (color online). Left: Neutrino event times relative to the nearest RF bucket (measured by the RWM) corrected for expected
time-of-flight. Right: An oscilloscope trace showing the coincidence of the beam delivery with the horn pulse. The top trace (labeled
‘‘2’’ on the left) is a discriminated signal from the resistive wall monitor (RWM), indicating the arrival of the beam pulse. The bottom
trace (labeled ‘‘1’’ on the left) is the horn pulse. The horizontal divisions are 20 !s each.
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FIG. 5. Measurements of the azimuthal magnetic field within
the horn. The points show the measured magnetic field, while the
line shows the expected 1=R dependence. The black lines
indicate the minimum and maximum radii of the inner conduc-
tor.
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Figure 3.2: Measurements of the azimuthal
magnetic field within the horn. The points
show the measured magnetic field, while the line
shows the expected 1/R dependence. The verti-
cal black lines indicate the minimum and max-
imum radii of the inner conductor. This figure
is from [43].

detectors. A beam absorber installed at the end of the decay region as well as the soil filled between
the beamline and the detectors stop hadronic particles and muons, which leaves pure neutrinos.

3.1.2 SciBooNE detector

The SciBooNE detector is located 100 m downstream from the beryllium target on the axis of the
beam, as shown in Figure 2.1. The detector comprises three sub-detectors: a fully active and finely
segmented scintillator tracker (SciBar), an electromagnetic calorimeter (EC), and a muon range
detector (MRD). Among them, SciBar is the primary neutrino target for this analysis.

SciBooNE uses a right-handed Cartesian coordinate system in which the z axis is the beam
direction and the y axis is the vertical upward direction. The origin is located on the most upstream
surface of SciBar in the z dimension, and at the center of the SciBar scintillator plane in the x and
y dimensions. Since each sub-detector is read out both vertically and horizontally, two views are
defined: top (x vs. z projection) and side (y vs. z projection).

3.1.2.1 Scintillator bar tracker (SciBar)

The SciBar detector is installed at the most upstream end among the sub-detectors for SciBooNE.
It acts as an active target for neutrino-nucleus interactions, and can reconstruct tracks of charged
particles produced by neutrino interactions. It is also capable to identify particle types using energy
deposition per unit length. SciBar was originally built and operated as a near detector for the K2K
long baseline neutrino oscillation experiment [75]. After data the taking of the K2K experiment
was finished, most of the components of the SciBar detector were shipped to FNAL, and then
re-assembled there for SciBooNE.

Figure 3.4 shows a schematic of the SciBar detector. It consists of 14,336 extruded plastic
scintillator strips stacked vertically and horizontally. They serve as the target for the neutrino
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2008, over 1021 protons have been delivered to the BNB,
with a typical up time of greater than 90% during normal
operations. The neutrino oscillation results in neutrino
mode were published using 5:6! 1020 protons-on-target
delivered prior to 2006, when the polarity of the horn was
reversed to collect antineutrino mode data [9].

B. Target

The target consists of seven identical cylindrical slugs of
beryllium arranged to produce a cylinder 71.1 cm long and
0.51 cm in radius. The target is contained within a beryl-
lium sleeve 0.9 cm thick with an inner radius of 1.37 cm.
Each target slug is supported within the sleeve by three
‘‘fins’’ (also beryllium) which extend radially out from the
target to the sleeve. The volume of air within the sleeve is
circulated to provide cooling for the target when the beam
line is in operation. The target and associated assembly are
shown in Fig. 2, where the top figure shows an ‘‘exploded’’
view of the various components (with the downstream end
of the target on the right), and the bottom shows the
components in assembled form. The choice of beryllium
as the target material was motivated by residual radioac-
tivity issues in the event that the target assembly needed to
be replaced, as well as energy loss considerations that
allow the air-cooling system to be sufficient.

Upstream of the target, the primary proton beam is
monitored using four systems: two toroids measuring its
intensity (protons-per-pulse), beam position monitors
(BPM) and a multiwire chamber determining the beam
width and position, and a resistive wall monitor (RWM)

measuring both the time and intensity of the beam spills.
The vacuum of the beam pipe extends to about 5 feet
upstream of the target, minimizing upstream proton
interactions.
The toroids are continuously calibrated at 5 Hz with

their absolute calibrations verified twice a year. The cali-
brations have shown minimal deviation (< 0:5%). The
proton flux measured in the two toroids agree to within
2%, compatible with the expected systematic uncertainties.
The BPMs are split-plate devices that measure the differ-
ence of charge induced on two plates. By measuring the
change in beam position at several locations without inter-
vening optics, the BPMs are found to be accurate to 0.1 mm
(standard deviation). The multiwire is a wire chamber with
48 horizontal and 48 vertical wires and 0.5 mm pitch. The
profile of the beam is measured using the secondary emis-
sion induced by the beam on the wires.
The RWM is located upstream of the target to monitor

the time and intensity of the proton pulses prior to striking
the target. While the data from the RWM did not directly
enter the !" ! !e analysis, it allowed many useful cross

checks, such as those shown in Fig. 3. The left figure shows
a comparison of the production times of neutrinos observed
in the MiniBooNE detector estimated based on the vertex
and time reconstructed by the detector and subtracting the
time-of-flight. This time is then compared to the nearest
bucket as measured by the RWM. The distribution indi-
cates that neutrino events can be matched not only to pulses
from the booster, but to a specific bucket within the pulse.
The tails of the distribution result from the resolution of the

FIG. 1 (color online). Overall layout of the BNB. The primary proton beam, extracted from the booster, enters the target hall from
the left. Upon exiting the target hall, particles encounter a 50-meter-long decay region, terminating in the beam stop on the right.
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Figure 3.3: Overall layout of the BNB. The primary proton beam, extracted from the booster,
enters the target hall from the left. Particle produced at the target hall are directed to a 50-
meter-long decay region, and then terminated in the beam stop on the right. This figure is from
Ref. [43].

interaction as well as the active tracking detector. The size of each strip is 1.3 × 2.5 × 300 cm3

with a hole at the center to house a wavelength shifting (WLS) fiber along it. The total size of
the detector is 3 × 3 × 1.7 m3 with a total mass of 15 tons. The dominant component of the
SciBar detector is polystyrene (C8H8), and its radiation length is approximately about 43 cm. A
WLS fiber, Kuraray Y11(200)MS, runs inside of each strip, and its end is attached to a 64-channel
multi-anode photomultiplier tube (MA-PMT), Hamamatsu H8804, as shown in Figure 3.5. The
hit finding efficiencies for minimum ionizing particles are evaluated with cosmic muons and are
found to be 99.8 % and 99.9 % for the vertical and horizontal planes, respectively. The track
finding efficiency for an isolated track longer than 10 cm is found to be more than 99 %. Table 3.1
summarizes specifications of the SciBar detector. The details of the readout electronics, the gain
monitoring system and the energy calibration can be found elsewhere [76, 77].

3.1.2.2 Electromagnetic Calorimeter (EC)

The EC is a electromagnetic calorimeter designed to primarily measure electron and photon energies
at downstream of SciBar. It consists of scintillating fibers embedded into lead plates, forming so-
called “spaghetti” type structure. The calorimeter modules were originally built and operated for
the CHORUS experiment at CERN [78] and then used in HARP and also in K2K in later years.
Similar to SciBar, it was shipped to FNAL and used for SciBooNE after the completion of the K2K
experiment.

The EC consists of one vertical and one horizontal plane, and each plane has 32 modules. Size
of each module is 262 × 8.4 × 4.2 cm3. The active area of EC is 2.7 × 2.6 m2, with a thickness of
11 radiation lengths along the beam direction. Each module consists of 21 1.9 mm thick lead sheets
and 740 1 mm diameter scintillating fibers, Kuraray SCSF81, stacked together. Those components
are held together by a welded steel case. The fibers are grouped into two bundles at each end of
the module, and each bundle is connected to a 1 inch PMT, Hamamatsu R1335/SM, through a
Plexiglas light guide. In total, 256 PMTs are used in the EC. A typical gain of the PMT is 2× 106

at the operation voltage of 1600 V. Signal from the PMTs are read by eight 32-channel 12-bit QDC
(Charge-to-Digital Converter) modules, CAEN V792, housed in one VME-6U crate. The energy
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Figure 3.4: Schematic drawing of SciBar.

Figure 3.5: Schematic drawing of the SciBar readout system.
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Table 3.1: Specifications of the SciBar detector

Structure

Dimensions 3 m × 3 m × 1.7 m
Weight 15 tons
Number of channels 14,336

Scintillator

Material Polystyrene, PPO(1%), POPOP(0.03%)
Emission peak wavelength 420 nm
Reflector material TiO2(15%) infused in polystyrene
Dimensions 1.3 cm × 2.5 cm × 300 cm
Density 1.021 g/cm3

WLS fiber

Type Kuraray Y11(200)MS, multi-clad
Material polystyrene(core), acrylic(inner), polyfluor(outer)
Refractive index 1.56(core), 1.49(inner), 1.42(outer)
Absorption peak wavelength 430 nm
Emission peak wavelength 476 nm
Diameter 1.5 mm
Attenuation length 350 cm (typical)

MA-PMT

Model Hamamatsu H8804
Anode 8×8 pixels (pixel size: 2×2 mm2)
Cathode Bialkali (Sb-K-Cs)
Sensitive wavelength 300-650 nm (peak: 420 nm)
Quantum efficiency 12% at λ=500 nm
Dynode Metal channel structure, 12 stages
Gain typical 6× 105 at 800 V
Response linearity within 10% up to 200 photo-electrons

with the gain of 6× 105

Crosstalk 3.15% (adjacent pixel)

Readout electronics

Number of ADC channels 14,336
ADC pedestal width less than 0.3 photo-electron
ADC response linearity within 5% up to 300 photo-electrons

with the gain of 5× 105

Number of TDC channels 448
TDC resolution 0.78 nsec
TDC full range 50 µsec
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resolution for electrons was measured to be approximately 14%/
√
E (GeV) with a test beam [78].

3.1.2.3 Muon Range Detector (MRD)

The MRD is located at the most downstream end of the detector system, and is designed to measure
the momentum of muons up to 1.2 GeV/c by measuring their range in the detector. The MRD was
newly constructed for SciBooNE at FNAL, using parts recycled from various past experiments at
FNAL.

Figure 3.6 show the schematic drawing of the MRD. It consists of 12 iron plates and 13 alter-
nating horizontal and vertical scintillator planes. The size of each iron plate is 2 inch thick, 274 cm
tall and 305 cm wide. The total mass of twelve steel plates is approximately 48 tons. The density
of a spare iron plate was measured at several positions of the plate, to be 7.841±0.002 g/cm3. The
thickness of each plate was also measured prior to the experiment, with an accuracy of 1%. The
iron plates are sandwiched between the scintillator planes. Each scintillator plane consists of 20 cm
wide, 6 mm thick and 155 cm (138 cm) scintillator paddles for horizontal (vertical) plane, as shown
in Fig. 3.7. The paddles for the vertical planes are arranged in a 2 × 15 array and have an active
area of 276× 300 cm2, while those in the horizontal planes are arranged in a 13× 2 array and have
an active area of 260 × 310 cm2. In total, 362 paddles are used in the MRD. The iron plates and
scintillator paddles are recycled from the FNAL E605 experiment [79].

Figure 3.6: Schematic drawing of the MRD detector
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Figure 3.7: Schematic drawing of a scintillator paddle for the MRD
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Photon detectors Five types of 2 inch PMTs are used to detect light from the scintillator
paddles; the vertical planes use Hamamatsu 2154-05 and RCA 6342A PMTs, while the horizontal
planes use EMI 9954KB, EMI 9839b and 9939b PMTs. All PMTs used for horizontal modules
have 14 stage dynodes, while those used for vertical modules have 10 stage dynodes. We use these
shorter PMTs for vertical modules because of the space limitations. Hence, the PMTs used for the
vertical planes, i.e. Hamamatsu 2154-05 and RCA 6342, have relatively low gain compared to that
used for horizontal planes. To ensure the enough efficiencies for vertical modules, the signal from
the vertical modules are amplified by the factor of 10 using LeCroy 612 amplifiers.

Readout electronics We record charge and timing information from each PMT. The readout
electronics system consists of 26 LeCroy 4300B ADCs and 13 LeCroy 3377 TDCs, housed in three
CAMAC crates. The timing resolution and the the full rage for the TDC are 0.5 ns and 32 µsec,
respectively. The hit detecting threshold for TDC is set to approximately 250 keV, which corre-
sponds to 20% of the signal of a minimum ionizing particle. The PMT’s dark noise rate is typically
100 Hz except for RCA 6342A PMTs, which have higher noise rate up to 104 Hz. Although some
of RCA PMTs have high noise rate, these noise are mostly removed by requiring coincidence with
hits in other MRD layers or hits in the SciBar detector.

Table 3.2: Specifications of the MRD detector.

Iron plate

Number of plates 12
Dimensions 274 × 305 cm2, 2 inch thickness
Density 7.841 g/cm3

Scintillator plane

Number of planes 13
Segmentation 2×15 (vertical), 13×2 (horizontal)
Dimensions of a counter thickness: 6 mm, width: 20 cm

length: 138 cm (vertical), 155 cm (horizontal)

PMT

Model Hamamatsu 2154-05, RCA 6342A (vertical)
EMI 9954KB, 9839b and 9939b (horizontal)

Gain ∼ 1× 106 at 1200V (vertical)
∼ 1× 107 at 2000V (horizontal)

Readout electronics

Number of channels 362
Model LeCroy 4300B (ADC), Lecroy 3377 (TDC)
TDC resolution 0.5 nsec
TDC full range 32 µsec

Performance monitoring with cosmic rays The MRD has a cosmic-ray trigger independent
from SciBar and the EC. Figure 3.8 shows the schematic diagram of the cosmic ray trigger for the
MRD. The triggers are generated using either horizontal or vertical layers. We require coincident
hits of the most upstream and downstream layers to detect cosmic ray muons penetrate all MRD
layers horizontally. Triggers generated by the vertical planes are used to test performance of the
horizontal planes, and vice versa. Hit finding efficiency and the gain of PMTs were continuously
monitored by using cosmic ray data taken between beam spills. Figure 3.9 shows the hit finding
efficiency as a function of position for a typical scintillator plane. The average hit finding efficiency
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is measured to be 99%. The main source of inefficiency comes from the gaps between counters,
which are typically 0.3 cm.

OR of all channels  in the layer

Discriminator

Horizontral modules Vertical modules

OR of all channels in the layer

CR trigger

OR

Input reg.

ν

Figure 3.8: Schematic diagram of the MRD cosmic trigger. The trigger is generated using either
horizontal or vertical layers, and the coincident hits of the most upstream and downstream layers
are required. The input register is use to identify the generated trigger type.

3.1.2.4 Trigger and data acquisition (DAQ) system

The BNB recieves one train of proton beam pulses for each 2 sec cycle of the accelelation at the
Booster. Each cycle contains typically ∼ 5 proton pulses in a row at 15 Hz. A beam trigger
is generated by a fast timing singal sent by the extraction mangent on BNB. Then, we read all
channels from all subdetectors for every beam triggers, regardless of the hit occupancy, to ensure
unbiased beam data. The trigger timing is recorded using a Grobal Timing Positioning System
(GPS), and is used to combine the beam data and the accelelerator information data.

Between each sequence of beam triggers, we take pedestal, LED (only for SciBar) and cosmic ray
data, to monitor the detector performances. We have independent cosmic triggers for SciBar/EC
and for MRD, which both collected 20 cosmic ray triggers in a cycle.

More detailed descriptions of our trigger and DAQ systems can be found in Ref. [77].

3.1.3 MiniBooNE detector

The MiniBooNE detector is located 440 m downstream from the SciBooNE detector. The detector
is a 12.2 m diameter spherical tank filled with 800 tons of mineral oil (CH2). Figure 3.10 is a
schematic drawing of the MiniBooNE detector.

The detector is designed to measure Cherenkov lights from particles produced by neutrino
interactions with the mineral oil. The detection medium is pure Marcol 7 mineral oil; the density
(ρ) and the refractive index (n) of the oil are measured to be ρ = 0.845±0.001 g/cm3 and n = 1.47,
respectively.

Details of detector structure, simulation, and error analysis are available in Refs. [80, 81].
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Figure 3.9: Hit finding efficiency as a function of position for a typical scintillator plane. Both
individual counter efficiencies (colored points) and the summed efficiency (black points) are shown.

interpreted as being due to n̄m ! n̄e oscillations, then the most
favored oscillation region is a band in Dm2 stretching from !0:2 to
!2eV2. The MiniBooNE experiment was designed to search for
nm ! ne and n̄m ! n̄e oscillations with approximately the same
L=E ’ 1 value as LSND, where L is the neutrino travel distance
from the source to the detector in meters and E is the neutrino
energy in MeV. Whereas the LSND neutrino beam travelled a
distance of 30m with a typical energy of 30MeV, the MiniBooNE
neutrino beam travelled 500m and had a typical energy of
500MeV. With neutrino energies an order of magnitude higher,
the MiniBooNE backgrounds and systematic errors are completely
different from those of LSND. MiniBooNE, therefore, constitutes an
independent check of the LSND evidence for neutrino oscillations
at the !1eV2 mass scale.

1.2. Physics driven parameters

In order to search effectively for nm ! ne and n̄m ! n̄e

oscillations, the MiniBooNE detector needed to satisfy certain
requirements. First, the detector required a target mass of !1kton
in order to generate !1000 neutrino oscillation events for 1021

protons on target. Second, the detector needed to provide
excellent discrimination between nm and ne induced events. The
scale is set by the LSND neutrino oscillation probability of
!0:26%. (The intrinsic ne background in MiniBooNE is !0:5%.)
Third, the detector had to have a completely active volume with
no dead regions. This was necessary in order to contain neutral-
current p0 ! gg events, which would constitute a large back-
ground if one of the g’s escaped detection. Fourth, the detector
needed to have a 4p veto to reject cosmic ray events, neutrino
interactions that occur outside the detector, and neutrino events
with tracks that escape the fiducial volume. Liquid Cherenkov
detectors have no dead regions, have an easily configured veto
region, and, thanks to modern computers, have excellent particle
identification. A liquid Cherenkov detector is an economical
choice that meets all of these requirements.

1.3. Overall design considerations and constraints

Mineral oil was chosen instead of water as the liquid for the
MiniBooNE detector for several reasons. First, mineral oil has an
index of refraction n ¼ 1:47, which is considerably higher than the
n ¼ 1:33 index of refraction for water. This higher index of
refraction, together with a lower density than water
(0:85gm=cm3 instead of 1:00gm=cm3), means that electrons

produce considerably more Cherenkov light in mineral oil than
in water. Furthermore, the lower velocity of light in mineral
oil improves the event position reconstruction. Second, mineral
oil allows the detection of lower-energy muons, pions, and
protons than in water due to the lower Cherenkov threshold
and the presence of scintillation light in pure mineral oil. This
is used for background rejection and for measuring back-
grounds down to lower energies. Third, mineral oil has less
multiple scattering than water and a smaller m# capture rate,
8% compared to 20% in water. The smaller m# capture rate
increases the efficiency of the identification of charged-current
reactions using the Michel electron tag from muon decay. Mineral
oil has the additional advantage that one can safely immerse
electronic components in it. The downside of mineral oil is that it
requires a much more complicated optical model to describe the
generation and transmission of light through the medium (see
Section 3.2).

As the photomultiplier tube (PMT) coverage for a liquid
Cherenkov detector is proportional to the detector surface area,
a spherical tank was chosen to maximize the ratio of volume to
surface area. Furthermore, a spherical geometry has no inside
edges which is beneficial for the event reconstruction. The
detector (see Fig. 1) is a spherical tank of diameter 12.2m
(40 ft), which is filled with 818 ton of mineral oil. An opaque
barrier divides the volume into an inside main detector region and
an outside veto region and supports the PMTs viewing the main
detector region.

In order to reduce the detector cost, the collaboration chose to
reuse the LSND phototubes ð!1220Þ and electronics (!1600
channels). An additional 330 phototubes were purchased in order
to obtain a total phototube channel count of 1520 after rejection
of the poorest tubes. The allocation of PMTs in the main tank and
veto and the thickness of the veto region were determined by
physics considerations and were arrived at using Monte Carlo
simulations of signal and background events. The Monte Carlo
studies used a full GEANT simulation, including tracking of
individual Cherenkov and scintillation photons, with wave-
length-dependent absorption, reflection, and detection efficien-
cies. Analysis of events in the main tank indicated that at least 10%
photocathode coverage (defined by treating the photocathodes as
flat disks with diameter equal to the PMT diameter) was needed to
provide the required particle identification quality. When tuned to
the secondary requirement that veto and main tank channels not
be mixed in the same electronics crate, a final number of 1280
tank PMTs resulted. Calculated with the final radial position, this
allocation has a photocathode coverage of 11.3%.

ARTICLE IN PRESS

Detector

Entrance

Overflow Tank

Vault

Signal
Region Veto

Region

Fig. 1. The MiniBooNE detector enclosure (left) and a cut-away drawing (right) of the detector showing the distribution of PMTs in the signal and veto regions.

A.A. Aguilar-Arevalo et al. / Nuclear Instruments and Methods in Physics Research A 599 (2009) 28–46 29

Figure 3.10: Schematic drawing of the MiniBooNE detector. The MiniBooNE detector enclosure
(left) and a cut-away drawing (right) of the detector showing the distribution of PMTs in the signal
and veto regions. This picture is taken from Ref. [80].
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3.2 Data sets

Table 3.3 summarizes the history of the BNB operation and recorded POT at SciBooNE and Mini-
BooNE detectors. The BNB started operation with neutrino mode in Sep. 2002 for MiniBooNE,
and was running with neutrino mode from Sep. 2002 to Dec. 2005, and from Oct. 2007 to Apr.
2008. The first anti-neutrino run was conducted between Jan. 2006 and Aug. 2007, and the sec-
ond run started in Apr. 2008, which is still providing anti-neutrino beam for MiniBooNE to the
present. The SciBooNE experiment started in Jun. 2007, during the first anti-neutrino operation of
the BNB, and finished data taking in Aug. 2008. Figure 3.11 show the history of the POT delivered
to the BNB, for the entire running period since September 2002, and for the SciBooNE-MiniBooNE
joint run period.

Table 3.3: Summary of corrected POT at SciBooNE and MiniBooNE detectors.

Period BNB Mode SciBooNE POT MiniBooNE POT

Sep. 2002 - Dec. 2005 Neutrino – 5.58× 1020

Jan. 2006 - Aug. 2007 Anti-neutrino 0.52× 1020 (from Jun. 2007) 1.71× 1020

Oct. 2007 - Apr. 2008 Neutrino 0.99× 1020 0.83× 1020

Apr. 2008 - present Anti-neutrino 1.01× 1020 (until Aug. 2008) ongoing
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Figure 3-6: Protons delivered to the BNB target per week, since beamline commis-
sioning in September 2002. The blue and red lines track the total POT delivered in
neutrino (top figure) and antineutrino (bottom figure) running modes, respectively.

The first plate, identified as the rightmost of the two shaded plates in Fig. 3-7, fell

during the 2006 accelerator shutdown, while the second one fell on August 29th, 2009.

The plates were removed during a subsequent shutdown. For each plate inserted in the

decay volume, the relative reduction in the νµ (and ν̄µ) flux was approximately 10%,

as illustrated in Fig. 3-8. Modifications in the expected neutrino fluxes were taken

into account in predicting antineutrino mode event rates, as described in App. A.4.

At the end of the decay region (50 m from the target), a beam dump made of

steel and concrete absorbs all remaining particles other than neutrinos. Embedded

in the beam dump is an array of gas proportional counters that measure the number

of muons penetrating the dump. The 50 m decay length was chosen to reduce decays

of long-lived muons, which would otherwise contribute to the νe appearance search

background.
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Figure 3.11: Top: Protons delivered to the BNB, since the beamline commissioning in September
2002. The SciBooNE-MiniBooNE joint run period is also indicated. Bottom: Protons delivered
during SciBooNE data taking period.

The analysis presented here uses the full neutrino mode data sets collected at SciBooNE and
MiniBooNE. The amount of SciBooNE data collected in the neutrino mode is 0.99×1020 protons
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on target (POT) taken between October 2007 and April 2008.
The MiniBooNE experiment has been taking beam data since 2002, including the SciBooNE

and MiniBooNE joint-run period. The collected number of POT after data quality cut in the
neutrino mode is 5.579×1020 in addition to the data from the joint-run period, which is 0.83×1020

POT. The difference of collected POT during the SciBooNE and MiniBooNE joint run period
is due to different live-times between the detectors and a known inefficiency in the MiniBooNE
reprocessing [82].
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Chapter 4

Monte carlo simulation

We simulate neutrino events at SciBooNE with the following three steps:

• Neutrino flux simulation

• Neutrino interaction simulation

• Detector response simulation

We use a common framework to predict Neutrino fluxes at SciBooNE and MiniBooNE, and
then the output of the flux simulations are passed to Neutrino interaction simulation programs.
NEUT [71] and NUANCE [73] libraries are used to simulate neutrino interactions at SciBooNE,
while only NUANCE is used for MiniBooNE. Finally, information of the final state particles emerg-
ing from neutrino interactions are passed to the detector response simulations.

In this section, we describe these simulations in detail.

4.1 Neutrino flux simulation

Predictions for the BNB neutrino flux illuminating the SciBooNE and MiniBooNE are made using
a program developed by the MiniBooNE group [43], which consists of the following two steps:

1. Simulation of meson production and tracking in the beamline with a GEANT4 [83] program,
and

2. Simulation of the meson decay and tracking of produced neutrinos with a FORTRAN-based
program.

In the step (1), we simulate meson productions from the 8.9 GeV/c proton-Be interactions, and
trace the meson trajectories in the horn magnetic field and the decay volume, until they decay
into neutrinos. In the step (2), we simulate those mesons decays multiple times to boost the MC
statistics. Then, the information (kinematics and position) of neutrinos and their parent mesons
are saved, if the neutrino trajectory hit SciBooNE or MiniBooNE detectors.

In the following part, we describe these neutrino flux simulation in more detail.

4.1.1 Simulation of meson productions

In the simulation, the geometry, location, and material compositions of the component of the BNB
are implemented, including the Be target, the shape of the focusing horn and the magnetic field
produced by the horn.

The production cross sections of p, n, π+, π−, K+, K− and K0 from 8.9 GeV/c proton-Be
interactions are simulated by a custom model.
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For π+, π−, and K0 productions, the Sanford-Wang parametrization [84] is used to calculate
the double differential cross section of a given meson species:

d2σ

dpdΩ
= C1p

C2

(
1− p

pB − C9

)
exp

(
−C3

pC4

pC5
B

− C6θ
(
p− C7pB cosC8 θ

)
)

(4.1)

where p is the total momentum of the meson, θ is the angle of the meson with respect to the incident
proton, pB is the momentum of the incident proton, and C1, . . . , C9 are parameters determined by
fitting to the experimental data.

For π+ and π− production, which are most important processes for neutrino and anti-neutrino
flux prediction, the parameters are obtained by fitting HARP [85] and BNL E910 [86] data. The
Sanford-Wang parameters used in the simulation are summarized in Table 4.1.

Table 4.1: Sanford-Wang parameters used in the simulation

C1 C2 C3 C4 C5 C6 C7 C8 C9

π+ 220.7 1.080 1.000 1.978 1.32 5.572 0.0868 9.686 1
π− 213.7 0.9379 5.454 1.210 1.284 4.781 0.07338 8.329 1

For K+ production, due to lack of published data for K+ production measurement at the BNB
primary proton beam energy, we employ the Feynman scaling hypothesis to relate K+ production
measurements at different proton beam energies [43]. In this hypothesis, the Feynman scaling vari-
able xF ≡ pcm

‖ /pmax,cm
‖ is used, where pcm

‖ and pmax,cm
‖ is the parallel component of the momentum

of the produced particle in the center-of-mass frame and the maximum value of pcm
‖ for the given

reaction, respectively. The double differential cross section using xF is expressed as:

d2σ

dpdΩ
=

p2

E2
C1(1− |xF |) exp

(
−C2pT − C3|xF |C4 − C5p

2
T − C7|pT × xF |C6

)
(4.2)

where p, pT and E are the momentum, the transverse component of the momentum and energy
of K+, respectively. For K− production, the MARS hadronic interaction package [87] is used to
determine the absolute double differential cross section.

Table 4.2: Feynman scaling parameters used in the simulation

C1 C2 C3 C4 C5 C6 C7

K+ 11.70 0.88 4.77 1.51 2.21 2.17 1.51

The most comprehensive description of the flux prediction can be found in Ref. [43].

4.1.2 Simulation of meson decays

In the next step, neutrino kinematics distributions from meson and muon decays are simulated
using the custom-built FORTRAN-based Monte Carlo code. It uses current best knowledge of
meson and muon decay branching fractions, and decay form factors in three-body semi-leptonic
decays, including the polarization effects [76].

Neutrinos produced by the meson decays are extrapolated along straight lines toward the Sci-
BooNE and MiniBooNE detectors. All neutrinos whose ray traces cross the detector volumes are
used for the SciBooNE and MiniBooNE flux predictions.
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We simulate these decay processes multiple times (“re-decay”) for each meson to reduce the
statistical uncertainties of the MC predictions. In the case of SciBooNE, we re-decay 10 times for
each meson, while it is 1000 for MiniBooNE. We set smaller number of re-decay for SciBooNE
because the acceptance of the SciBooNE detector is much larger than MiniBooNE, and found that
we do not gain statistical significance by increasing the number of re-decay to be more than 10.

4.1.3 Neutrino beam flux prediction

The neutrino flux prediction at the SciBooNE and MiniBooNE detector locations and as a functions
of neutrino energy are shown in Figure 4.1. We can see that neutrino spectrum at SciBooNE and
MiniBooNE are very similar, except for the flux normalization difference. For the neutrino running
mode, a total neutrino flux per proton on target of 2.2 × 10−8 cm−2 and 5.2 × 10−10 cm−2 are
expected at the SciBooNE and MiniBooNE detectors, respectively. The flux is dominated by muon
neutrinos (93%). The νµ energy spectrum peaks at ∼ 0.6 GeV, and extends up to 2-3 GeV. The
mean energy of the νµ flux is expected to be 0.76 GeV for SciBooNE and 0.79 GeV for MiniBooNE.
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Figure 7.5: Neutrino flux predictions for neutrino mode (left) and antineutrino mode

(right). The total fluxes are shown for νµ, νµ, νe and νe for both configurations.

7.1.3 Neutrino flux prediction at the MiniBooNE detector

The neutrino flux prediction at the MiniBooNE detector location according to the BNB

Monte Carlo is shown in Figures 7.5 through 7.7. In Figure 7.5 the total flux of the four

neutrino flavors (νµ, νµ, νe, νe) are shown as a function of neutrino energy, Eν , for both

neutrino mode (horn I = +174 kA) and antineutrino mode (horn I = -174 kA) running of

the Booster Neutrino Beamline.

In Figure 7.6, the neutrino mode fluxes have been further broken down according to

the chain of hadronic processes which created the neutrino. In particular, they are sep-

arated by the primary hadron produced in a p+Be interaction. These plots provide im-

portant information about the history of each neutrino species and the hadronic processes

that are most relevant to predicting their fluxes. In Appendix C we take it one step further

still and look at the fraction of each neutrino’s flux which has been directly constrained

by the HARP cross-section measurements presented in Chapter 4. Figure 7.7 shows the

same breakdown, but for antineutrino running of the BNB.

These figures contain a lot of complicated, energy dependent information. We have

attempted to summarize this information in Table 7.3 which gives the fractional contribu-

Figure 4.1: Neutrino flux prediction at the SciBooNE detector (left panel) and the MiniBooNE
detector (right panel) as a function of neutrino energy Eν , normalized per unit area, proton on
target (POT) and neutrino energy bin width. The total flux and contributions from individual
neutrino flavors are shown.

4.1.4 Systematic uncertainty of the flux prediction

Figure 4.2 shows the νµ flux from π+ and K+ decays, and their fractional uncertainties.
The largest error on the predicted neutrino flux results from the uncertainty of pion production

in the initial p-Be process in the target. The simulation predicts that 96.7% of muon neutrinos
in the BNB are produced via π+ decay. The uncertainty in π+ production is determined from
spline fits to the HARP π+ double differential cross section data [43]. To estimate the size of error,
we first produce a 1000 HARP fake-results randomly drown from the HARP measurement errors.
Then, we fit each fake-result with spline functions to interpolate and extrapolate the data points.
Figure 4.3 shows the results of spline interpolation and Sanford-Wang fit for the double differential
π+ production cross section (d2σ/(dpπdΩπ)). The difference of spline functions obtained for HARP
central value and fake-results are accounted as systematic uncertainty.

The resulting π+ production uncertainty is ≈ 5% at the peak of the flux distribution and
increases significantly at high and low neutrino energies.
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Figure 4.2: (Top) νµ flux prediction at the SciBooNE detector as a function of neutrino energy
Eν . The total flux and contributions from π+ and K+ decays are shown. (Bottom) Fractional
uncertainty of the νµ flux prediction due to π+ and K+ production from the p-Be interaction.
Additional uncertainties from POT, hadron interactions in the target, and the horn magnetic field
are not shown.
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Figure 4.3: Double differential π+ production cross section (d2σ/(dpπdΩπ)) from 8.9 GeV/c p-Be
interaction. The red points show the HARP data, and the blue curve shows the best fit to the data
with the Sanford-Wang function, which used to produce the MC central value. The black points
show the profile of the spline curves produced by the HARP data points and their errors.
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The flux from K+ decay is dominant for Eν > 2.3 GeV. For the K+ production uncertainty,
the errors of the Feynman scaling parameters obtained from these measurements are accounted
for in the systematic error. The size of the errors of the Feynman scaling parameters and their
correlations can be found in Ref. [43].

Other major contributions to the flux error include uncertainties on hadron interactions in
the target and simulation of the the horn magnetic field, which both contribute to shape and
normalization uncertainties, as well as the measurement of the number of POT, which is a pure
normalization uncertainty. All flux errors are modeled through variations in the simulation and
result in a total error of ≈ 7% at the peak of the flux at SciBooNE. The flux errors at MiniBooNE
detector can be found elsewhere [43, 66], and are very similar to those for SciBooNE.

4.2 Neutrino interaction simulation

4.2.1 Overview

We simulate neutrino interactions with carbon and hydrogen in the SciBar detector with the NEUT
and NUANCE program libraries. For simulating neutrino interactions in the MiniBooNE detector,
we only use NUANCE library.

Then, for the studies of neutrino Charged Current interaction at SciBooNE, we produced sepa-
rate Monte Carlo (MC) samples with NEUT and NUANCE and compared the two to the SciBooNE
neutrino data, while only the NUANCE based MC is used for the oscillation studies with Mini-
BooNE.

The nuclear targets handled in NEUT are protons, carbon, oxygen, and iron. The energy of
neutrinos handled by the simulation ranges from 100 MeV to 100 TeV. The types of neutrino
interactions simulated in both NC and CC are : elastic and quasi-elastic scattering (νN → `N ′),
single meson production (νN → `N ′m), single gamma production (νN → `N ′γ), coherent π
production (ν12C(or56Fe) → `π 12C(or56Fe)), and deep inelastic scattering (νN → `N ′hadrons),
where N and N ′ are the nucleons (proton or neutron), ` is the lepton (electron, muon or neutrino),
and m is the meson. In nuclei, interactions of the mesons and hadrons with the nuclear medium
are simulated following the neutrino interactions.

The types and models of neutrino interactions in NUANCE are similar to those in NEUT
but with different cross section parameter settings in some cases and a completely independent
treatment of meson and hadron re-interactions in the nuclear medium.

In addition to the neutrino interactions inside SciBar, we also simulate interactions in the
EC/MRD and the surrounding materials (the walls of the detector hall and soil) using NEUT. We
assign a 20% normalization uncertainty to the interaction cross sections for both the EC/MRD and
surrounding material relative to the predictions for SciBar.

4.2.2 Neutrino interaction model

4.2.2.1 Quasi-elastic scattering

The dominant interaction in the SciBooNE neutrino energy range is CC-QE scattering, which is
implemented using the Smith and Moniz model [49]. The nucleons are treated as quasi-free particles
and the Fermi motion of nucleons along with the Pauli exclusion principle is taken into account.
The Fermi surface momentum (pF ) for carbon is set to 217(220) MeV/c and the nuclear potential
(EB) is set to 25(34) MeV/c in NEUT(NUANCE), as extracted from electron scattering data [88].
The default binding energy in NUANCE is somewhat higher because it additionally accounts for
neutrino vs. electron scattering differences [48]. The systematic errors for pF and EB are set to
± 30 MeV/c and ± 9 MeV/c, respectively, for both NEUT and NUANCE.

For the vector form factor, NEUT uses a dipole form with a vector mass of 0.84 GeV/c2, while
NUANCE uses the BBA-2003 form factor [89]. A dipole form is used for the axial form factor



4.2. NEUTRINO INTERACTION SIMULATION 35

with an adjustable axial mass, MQE
A , for both NEUT and NUANCE. In NUANCE, an empirical

Pauli-blocking parameter, κ, is introduced [66] to better describe the MiniBooNE quasi-elastic data
at low momentum transfer. When κ > 1, the phase space of nucleons susceptible to Pauli-blocking
is increased and hence the cross section at low momentum transfer is suppressed.

The values of MQE
A = 1.21 GeV/c2 and κ = 1.000 (i.e. no additional Pauli blocking adjustment)

are used in NEUT, andMQE
A = 1.23 GeV/c2 and κ = 1.022 are used in NUANCE [48]. A systematic

uncertainty of ± 0.22 GeV is assigned to MQE
A to span the difference between the value used and

the global fit from previous measurements [90]. The difference between κ = 1.000 and κ = 1.022 is
also assigned as systematic uncertainty.

The same Fermi momentum distribution, nuclear potential are used in all other neutrino-nucleus
interactions except for coherent π production.

4.2.2.2 Meson production via baryon resonances

The second most frequent interaction in SciBooNE is the resonant production of single pion, kaon,
and eta mesons as described by the model of Rein and Sehgal (RS) [91].

The RS model assumes an intermediate baryon resonance, N∗, in the reaction of νN →
`N∗, N∗ → N ′m. All intermediate baryon resonances with mass less than 2 GeV/c2 are included.
Baryon resonances with mass greater than 2 GeV/c2 are simulated as deep inelastic scattering. ∆
re-interactions (∆N → NN) which do not lead to a mesonic final state are also simulated. This
re-interaction probability is assumed to be 0.2 ± 0.2 for all ∆ resonances in NEUT and 0.1 ± 0.1
(0.2 ± 0.2) for ∆++/− ( ∆+/0) resonances in NUANCE.

To determine the angular distribution of final state pions, the RS method [92] is used for the
P33(1232) resonance in both NEUT and NUANCE. For other resonances, the directional distribu-
tion of the generated pion is chosen to be isotropic in the resonance rest frame.

The axial-vector form factors are formalized to be dipole with M1π
A = 1.21 GeV/c2 for NEUT

and M1π
A = 1.10 GeV/c2 for NUANCE, with an uncertainty of 0.28 GeV/c2 in both cases.

An additional uncertainty is assigned to account for the observed Q2 disagreement between the
SciBooNE CC 1π-enriched data samples and NEUT [68]. A similar disagreement is also observed
for NUANCE. The size of the uncertainty is determined by re-weighting CC resonant pion events
as a function of true Q2 such that they match the observed distribution in the SciBooNE data, and
using the difference between the re-weighted distribution and the central value as the uncertainty.
A detailed description of this Q2 shape error can be found in Appendix B.

Resonance decays leading to multi-pion final states are also included in the model and are
simulated assumingMNπ

A = 1.30±0.52 GeV/c2 in NUANCE. This value ofMNπ
A is chosen strictly to

ensure that the total CC cross section prediction reproduces previous experimental data. In NEUT,
multi-pion production is simulated as deep inelastic scattering as described later in Sec. 4.2.2.4,
and the RS model is not used. The size of the systematic uncertainty is estimated based on MNπ

A

variations for NUANCE, and the same size error is assumed also for the NEUT prediction.

4.2.2.3 Coherent pion production

Coherent pion production is a neutrino interaction with a nucleus which remains intact, releasing
one pion with the same charge as the incoming weak current. Because of the small momentum
transfer to the target nucleus, the outgoing pion tends to be emitted in the forward direction, closely
following the incoming neutrino direction. The formalism developed by Rein and Sehgal [93, 94]
is used to simulate such interactions. The axial vector mass, M coh

A , is set to 1.0± 0.28 GeV/c2 in
both NEUT and NUANCE. In NEUT, the total and inelastic pion-nucleon cross sections from the
original Rein-Sehgal publication are employed [93, 94]. In NUANCE, they are obtained from fits
to PDG data [95] and implemented as a function of pion energy. Additionally, the NC and CC
coherent pion production cross section predictions in NUANCE are rescaled by a factor of 0.65 to
better match the measured rate of NC coherent π0 production as measured in MiniBooNE [96].
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4.2.2.4 Deep inelastic scattering

The deep inelastic scattering (DIS) cross section is calculated using the GRV98 parton distribution
functions [97]. Additionally, we have included the corrections in the small Q2 region developed by
Bodek and Yang[98] for both NEUT and NUANCE. The implementation of the model is slightly
different in NEUT and NUANCE.

In NEUT, the DIS contribution is included for hadronic invariant masses W > 1.3 GeV/c2.
The pion multiplicity is additionally restricted to be greater than one for 1.3 < W < 2 GeV/c2 to
avoid double-counting sources of single pion production that are already included in the resonance
portion of the simulation. The multi-hadron final states are simulated with two models in NEUT: a
custom-made program [99] for events with W between 1.3 and 2.0 GeV/c2 and PYTHIA/JETSET
[100] for events with W larger than 2 GeV/c2.

A restriction on pion multiplicity is not enforced by NUANCE. Instead, the DIS contribution
slowly increases for W values starting at 1.7 GeV and becomes the only source of neutrino interac-
tions above W > 2 GeV. This is done to create a smooth transition between the resonance and DIS
models and ensure continuity in distributions of kinematics and hadron multiplicity in the region
of overlap.

4.2.2.5 Intra-nuclear interactions

Following production, the intra-nuclear interactions of mesons and nucleons are simulated using a
cascade model in which the particles are traced until they escape from the nucleus.

Although we only use kinematic information from the final state muon in this analysis, the
simulation of intra-nuclear interactions is important since the pions/protons emitted from the
nucleus can be mis-reconstructed as muons.

The inelastic scattering, charge exchange and absorption of pions in nuclei are simulated. For
inelastic scattering and charge exchange interactions, the direction and momentum of pions are
affected. In the scattering amplitude, Pauli blocking is also taken into account. A more detailed
description of the intra-nuclear interaction simulations in NUANCE and NEUT can be found
elsewhere [68, 73].

A 25% (30%) uncertainty in the overall pion absorption (charge exchange) cross section is
assumed based on comparisons to pion-carbon scattering data [101–103]. The uncertainty in proton
re-scattering is estimated to be 10%. Hence, we apply a 10% error on the number of proton tracks
observed in SciBar. Additionally, we set a 20% uncertainty on the NC/CC ratio, estimated from
the model dependence of the lepton-mass effect in the small Q2 region.

4.2.3 The expected number of neutrino events

Table 4.3 summarizes the parameter choices used in NEUT and NUANCE for the comparisons
presented here. We chose these parameters since they are the default parameter settings used in
Super-K, K2K and T2K (NEUT) and MiniBooNE (NUANCE). The different parameter values
result in different neutrino cross section predictions between the two.

With the SciBooNE neutrino beam exposure of 0.99 × 1020 protons on target, the expected
number of events in the SciBooNE detector for each neutrino interaction is listed in Table 4.4.
Because of the difference in parameter choices (Table 4.3), NEUT predicts a larger QE and single
pion rate than NUANCE. The difference in QE rate is largely coming from the choice of κ values, and
the difference in single pion rate can be largely accounted for by the difference in M1π

A assumptions.
The major source of the factor of two larger multi-pion/DIS rate in NEUT compared to NUANCE is
the difference of multi pion production simulation in the range 1.3 < W < 2.0 GeV; NEUT simulate
these events as DIS, while NUANCE uses a resonant production model. These differences in cross
section predictions between similar models with perfectly reasonable parameter choices further
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Table 4.3: Parameters used for neutrino interaction simulation.

Parameter NEUT NUANCE

pF 217 MeV 220 MeV
EB 25 MeV 34 MeV

MQE
A 1.21 GeV 1.23 GeV
κ 1.00 1.022

M1π
A 1.21 GeV 1.10 GeV

M coh
A 1.0 GeV 1.0 GeV

MNπ
A (DIS) 1.3 GeV

highlight the inherent uncertainty in neutrino generator predictions and stress the importance of
additional neutrino interaction measurements in this region.

Table 4.4: The expected number and fraction of events in each neutrino interaction estimated
by NEUT and NUANCE at the SciBooNE detector location with the neutrino beam exposure of
0.99× 1020 protons on target. The 10.6 ton fiducial volume of the SciBar detector is assumed. CC
and NC interactions are abbreviated as CC and NC, respectively.

NEUT NUANCE
Interaction Type # Events Fraction(%) # Events Fraction(%)

CC quasi-elastic 53,038 41.5 47,573 43.6
CC single π via resonances 29,452 23.0 25,863 23.7
CC coherent π 1,760 1.4 1,736 1.6
CC multi-pion, DIS, etc 6,834 5.3 3,140 2.9
NC total 36,836 28.8 30,734 28.2

Total 127,920 100.0 109,046 100.0

Figure 4.4 shows the expected number of total νµ CC interactions as a function of neutrino
energy. One can see that the cross section prediction from NEUT is about 10 - 20% larger than
that from NUANCE across the range of SciBooNE energies.

The expected number of νµ CC interactions in the 10.6 ton SciBar fiducial volume (Sec. 5.2)
are 9.11× 104 and 7.83× 104 for the NEUT and NUANCE predictions, respectively.

4.3 SciBooNE detector simulation

Propagation of the final state particles from the target nucleus in the SciBooNE detector, and its
responses are simulated using the GEANT4 framework. The detector simulation includes a detailed
geometric model of the detector.

4.3.1 Simulation of particle propagation in detector

The Bertini cascade model within GEANT4 [104] is used to simulate the interactions of hadronic
particles with detector materials. A 10% difference of the total pion-carbon cross section is seen for
higher energy pions between the GEANT4 simulation and external measurements. Hence, we set
±10% systematic uncertainty for the pion-carbon cross section. The systematic uncertainty of the
energy deposit per unit length is estimated to be 3% in SciBar and MRD, and 10% in EC, which
is dominated by the differences among various calculations of the range to energy conversion.
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Figure 4.4: The neutrino energy distributions of νµ CC interactions at the SciBar detector gen-
erated by NEUT (red dashed line) and NUANCE (black solid line). Top plot is the number of
interactions per unit POT, and the bottom plot shows the ratio between the NEUT and NUANCE
predictions.
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4.3.2 Simulation of detector response

For the simulation of the SciBar detector, true energy depositions in the scintillator strips simulated
by GEANT4 are converted to the number of photo-electrons detected the PMTs. The conversion
factors are derived from the measured light yields for cosmic-ray muons and the gains of PMTs
measured at laboratories. The scintillator quenching is simulated using Birk’s law with the mea-
sured value of Birk’s constant [105]. The measured light attenuation length along the scintillator
strip (Table 3.1) is used in the simulation. The crosstalk of the MA-PMT is measured to be
3.15±0.4% for adjacent channels and used for the simulation. The single photo-electron resolution
of the MA-PMT is set to 50% in the simulation, to reproduce the observed dE/dx distribution of
cosmic muons. The absolute error is estimated to be ±20%. As for the detector mass, we measured
the density of the scintillator by sampling 10% of the strips before the installation to be 1.021
g/cm3 [106], and implemented into the simulation. The uncertainty of the total detector mass is
estimated to be 1%, including the effect of epoxy resin used to glue the strips.

For the detector simulation of the MRD, the time of energy deposition is digitized and converted
into TDC counts. We surveyed the positions of steel plates and scintillator strips, and implemented
to the simulation. Gaps between scintillator counters, which cause about 1 % inefficiency, are also
implemented.

A more detailed description of the detector simulation is given in [68].

4.3.3 Neutrino interactions in the surrounding material

In addition to neutrino interactions inside the detector, interactions in the surrounding material,
such as the walls of the detector hall and soil just outside of the hall, are also simulated. Neutrino
interaction rate at the surrounding material is calculated assuming that the density is constant
ans is 2.15 g/cm3. For propagation of product particles, concrete material with the density of
2.15 g/cm3 is used. Neutrino interactions in a volume of ±5 m in x, y, and z direction in the
SciBooNE coordinates are simulated, and used as an additional simulated data set. A more detailed
description can be found in Ref. [77].
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Chapter 5

Event reconstruction in SciBooNE
detector

To measure the rate of CC inclusive interactions, we use neutrino events occurring in SciBar with
a muon in the final state. We select muons originating in the SciBar fiducial volume (FV), defined
to be ±130 cm in both the x and y dimensions, and 2.62 < z < 157.2 cm, a total mass of 10.6 tons.

We describe the reconstruction of muon tracks in Sec. 5.1, the event selections and details the
of sub-samples in Sec. 5.2 and comparison of the data to the MC predictions in Sec. 5.3.

5.1 Track reconstruction

5.1.1 Track finding

Figure 5.1 shows the typical CC interaction candidate from the SciBooNE data.
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Figure 5.1: Event display of a typical muon neutrino charged current quasi-elastic scattering
candidate from the SciBooNE data.

The first step of the event reconstruction is to search for two-dimensional tracks in each view
of SciBar using a cellular automaton algorithm [107]. Three dimensional tracks are reconstructed
by matching the timing and z-edges of the two dimensional projections; differences between two
two-dimensional projections are required to be less than 50 ns, and the z-edge difference must be
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less than 6.6 cm for both upstream and downstream edges. The two dimensional tracks in MRD are
independently reconstructed using hits in the MRD clustered within a 50 ns timing window. Three
dimensional tracks in the MRD are reconstructed by matching the timing of the two dimensional
projections.

Then, if the downstream edge of a SciBar track lies in last two layers of SciBar, we search for a
track or hits in the MRD that are matched with the SciBar track. For matching an MRD track to
a SciBar track, the upstream edge of the MRD track is required to be on either one of the first two
layers of the MRD, and to be within 30 cm of the projected entry point of the SciBar track into
the MRD in each view. A SciBar track matched with MRD is defined as a SciBar-MRD matched
track. The matching criteria impose a muon momentum threshold of 350 MeV/c. A more detailed
description of the track reconstruction can be found elsewhere[68].

5.1.2 Track classification

We define three types of tracks used in this analysis: SciBar-stopped, MRD-stopped and MRD-
penetrated tracks, as shown in Figure 5.2.

SciBar MRDEC

MRD−penetrated

MRD−stopped
SciBar−stopped

SciBar−FV

x
/y

z

Figure 5.2: Types of tracks used for this CC interaction measurement.

Tracks with both edges contained in the SciBar FV are classified as SciBar-stopped tracks.
MRD-stopped and MRD-penetrated tracks are both subset of the SciBar-MRD matched tracks.
An MRD-stopped track is selected by requiring the downstream edge of the track to be within
|x| < 132 cm , |y| < 111 cm , and z < (last layer of the MRD). An MRD-penetrated track is
selected by requiring additional hits at the most downstream scintillator of the MRD. Tracks which
exit from the side of the MRD are not used in this analysis.

5.1.3 Particle identification

The SciBar detector has the capability to distinguish protons from other particles using dE/dx.
We define a muon confidence level (MuCL) using the observed energy deposit per layer for all
reconstructed tracks [68]. Tracks with MuCL greater than 0.05 are considered muon-like (or pion-
like) and the others are classified as proton-like.



42 CHAPTER 5. EVENT RECONSTRUCTION IN SCIBOONE DETECTOR

5.1.4 Muon kinematics reconstruction

5.1.4.1 Muon angle reconstruction

The slopes of the muon angles with respect to the beam in the two SciBar views are used to
calculate the three dimensional muon angle with respect to the beam (θµ).

According to the MC simulation, about 30 % of SciBar-stopped tracks are expected to be
backward-going. To identify these backward-going tracks, we use the delayed timing signal pro-
duced by the decay electrons from stopped muons. Figures 5.3 and 5.4 are timing distributions of
the delayed hits at the upstream and downstream edge of SciBar tracks.
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Figure 5.3: Timing distribution of hits on
TDC at the upstream edge of the SciBar
stopped track.
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Figure 5.4: Timing distribution of hits on
TDC at the downstream edge of the SciBar
stopped track.

A track is identified to be backward-going if it has

• At least one delayed hit at t > 200 nsec at the upstream ends of the two dimensional views,
and

• No delayed hit at t > 200 nsec at the downstream ends.

We impose this requirement for both top- and side- PMT signals from the track endpoints
to remove hits due to random noise and after pulsing from the PMTs. The performance of this
identification is estimated using a MC sample of CCQE events with 1 reconstructed track. In this
sample, the efficiency of selecting backward-going tracks is ∼ 57%, and the probability of mis-
reconstructing a forward track as backward is ∼1%. The loss of efficiency is predominantly due to
decay electrons emitted at a large angle, producing hits in either the top or side PMTs, but not
both.

This track direction identification is only applied to SciBar-stopped tracks. All tracks reaching
the MRD are assumed to be forward-going, because the fraction of backward tracks is estimated
to be small (∼ 4%) and also a similar tagging of decay electrons is not possible in the MRD since
the electrons stop and are undetected within the steel plates.

The average muon angular resolution is 0.9◦ for all samples.
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5.1.4.2 Muon momentum reconstruction

The kinetic energy of the muon (Ekin) is calculated by the range and the expected energy deposition
per unit length (dE/dx) in the detector materials

Ekin = ESciBar + EEC + EWall + EMRD, (5.1)

where ESciBar, EEC , EWall and EMRD are the expected energy deposit by muons in SciBar, the
EC, the wall of the dark box between the EC and MRD, and the MRD, respectively.

For SciBar-stopped tracks, EEC , EWall and EMRD are set to 0, and ESciBar is calculated by a
range to energy look-up table based on the MC simulation. Figure 5.5 shows the range to energy
conversion table for SciBar-stopped tracks. The expected muon momentum resolution is shown
in the Figure 5.6. The resolution is much better compared to MRD-stopped sample since we can
measure the muon range more precisely for SciBar-stopped tracks.
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Figure 5.5: Range to muon energy conversion
table used to reconstruct Eµ for SciBar-stopped
tracks.
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Figure 5.6: Muon momentum resolution for
SciBar stopped tracks.

For MRD-stopped tracks, energy deposits in SciBar, EC and the wall are computed as ESciBar =
2.04 MeV/cm×LSB (cm), EEC = 90.8/ cos θµ MeV and EWall = 3.3/ cos θµ MeV, where LSB is the
reconstructed track length in SciBar. EMRD is calculated by a range to energy look-up table based
on the MC simulation. The range-to-energy conversion factor used to compute EMRD

µ is shown
in the Figure 5.7. Figure 5.8 shows the expected muon momentum resolution for MRD-stopped
muons.

The muon momentum resolutions are 15 MeV/c for SciBar-stopped and 50 MeV/c for MRD-
stopped tracks, respectively.

5.2 Event selection and classification

5.2.1 Event selection

We select the highest momentum track with MuCL > 0.05 in an event as a muon candidate. The
trick timing t is required to be within 0 < t < 2µsec, to remove backgrounds from accidental events
such as cosmic rays. We also require the reconstructed momentum to be greater than 0.25 GeV/c to
reject short proton or pion tracks from neutral current interactions. Then, we require the upstream
edge of the muon candidate to be in the SciBar FV.
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table used to reconstruct EMRD
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Figure 5.8: Muon momentum resolution for
MRD-stopped tracks.

5.2.1.1 Validity of the pµ cut

As described above, we require that pµ > 0.25 GeV/c for the CC event selection. Here, we discuss
the effect and the validity of this cut. This cut is especially important for the SciBar-stopped tracks,
which suffered by the large contamination of backgrounds from NC interaction and the neutrino
interaction in the dirt. Figure 5.9 shows the muon momentum distribution before applying “pµ”
cut. We can see the large portion of NC and Dirt events are removed by this “pµ” requirement. The
other motivation of pµ requirement comes from MiniBooNE sample. They require (the number of
tanks hits) > 200, to reject the Michel electron signals. Figure 5.10 shows the true pµ distribution
of MiniBooNE final νµ CC-QE sample used for the oscillation fit. From this figure, we can see
the tank hits threshold corresponds to pµ ∼ 0.25 GeV/c. Hence, we do not gain sensitivity to the
oscillation analysis by lowering the pµ threshold below 0.25 GeV/c.

Additionally, the validity of MuCL requirement is checked since the MuCL is tuned for high
momentum muons. Figure 5.11 shows the distribution of MuCL vs. pµ for true muon tracks in
SciBar-stopped sample. Although the current MuCL tends to return 0 for low momentum muons,
it is safe to use once we require pµ > 0.25 GeV/c.

5.2.2 Event classification

Events with muon track candidates are subdivided into three sub-samples: SciBar-stopped, MRD-
stopped and MRD-penetrated samples, according to the track classification given in Sec. 5.1.2 for
the muon candidate.

5.2.2.1 SciBar-stopped sample

The SciBar-stopped sample provides the lowest energy sample; the mean energy of neutrinos in this
sample is 1.0 GeV. According to the simulation, the purity of νµ CC interactions in this sample is
85%. Impurities are due to νµ NC interactions (∼ 7%), interactions occurring in the surrounding
material (∼ 5%) and νµ CC interactions (∼ 1.5%). Figure 5.12 shows the distributions of the
reconstructed muon momentum (pµ) and angle (θµ) for SciBar-stopped muons. The expected
number of events in each interaction mode is summarized in Table 5.1. The contamination of the
cosmic-ray backgrounds is estimated, using off-beam data, to be 671.2 ± 11.6 events, where the
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Figure 5.10: True muon momentum of Mini-
BooNE final νµ CC-QE sample used for the os-
cillation fit.
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uncertainty comes from the statistics of the off-beam data sample. This rather large contamination
(∼ 5%) is due to cosmic-rays which penetrate SciBar vertically, leaving sparse hits which can be
misreconstructed as short tracks. This effect is negligible for the other subsamples.
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Figure 5.12: Distributions of reconstructed momentum (left) and angle (right) of the muon
candidate in the SciBar-stopped sample. The MC prediction is based on NEUT and absolutely
normalized by the number of POT. The total and flux systematic errors on the MC predictions are
separately shown. The dominant source of the total error is the cross section uncertainty.

Table 5.1: The expected number and fraction of events in each neutrino interaction for the
SciBar-stopped sample, estimated by NEUT and NUANCE.

Interaction NEUT NUANCE
type Events Fraction(%) Events Fraction(%)

CC QE 5818 47.4 5511 50.8
CC res. 1π 3694 30.1 3226 29.8
CC coh. 1π 119 1.0 123 1.1
CC other 914 7.4 350 3.2
NC 916 7.4 842 7.8
All non-νµ 188 1.5 161 1.5
External 629 5.1 629 5.8

Total 12278 10,842

5.2.2.2 MRD-stopped sample

The MRD-stopped sample has the largest statistics among the three. The mean energy of neutrinos
in the MRD-stopped sample is 1.2 GeV. According to the simulation, the purity of νµ CC interaction
in this sample is 91%. Impurities are from neutrino interactions in the EC/MRD which back-
scatter (∼ 4%), νµ NC interactions (∼ 3%) and νµ CC interactions (∼ 2%). Figure 5.13 shows
the distributions of the reconstructed muon momentum (pµ) and angle (θµ) for MRD-stopped
muons. The expected number of events in each interaction mode is summarized in Table 5.2. The
contamination of the cosmic-ray backgrounds is estimated to be 54.6± 3.3 events.
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Figure 5.13: Distributions of reconstructed momentum (left) and angle (right) of the muon
candidate in the MRD-stopped sample. The MC prediction is based on NEUT and absolutely
normalized by the number of POT. The total and flux systematic errors on the MC predictions are
separately shown. The dominant source of the total error is the cross section uncertainty.

Table 5.2: The expected number and fraction of events in each neutrino interaction for the MRD-
stopped sample, estimated by NEUT and NUANCE.

Interaction NEUT NUANCE
type Events Fraction(%) Events Fraction(%)

CC QE 10341 56.1 8385 52.3
CC res. 1π 4789 26.0 4839 30.2
CC coh. 1π 659 3.6 633 3.9
CC other 1010 5.5 600 3.7
NC 577 3.1 569 3.5
All non-νµ 320 1.7 281 1.8
External 729 4.0 729 4.5

Total 18,427 16,036
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5.2.2.3 MRD-penetrated sample

The MRD-penetrated sample is the highest energy sample among the three. The mean energy of
neutrinos is 2.4 GeV. Although the track angles can be measured, we do not have the capability
to reconstruct the muon momentum for the tracks which exit the MRD. However, this sample can
provide the normalization for the highest energy region. Hence, this sample is also used for the
neutrino interaction rate measurement. According to the simulation, the purity of νµ CC interaction
in this sample is 97%. Impurities mostly come from νµ CC interactions (∼ 2%). Figure 5.14 shows
the distributions of the reconstructed muon angle (θµ) of the MRD-penetrated muons. The expected
number of events in each interaction mode is summarized in Table 5.3. The contamination of the
cosmic-ray backgrounds is estimated to be 16.6± 1.8 events.
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Figure 5.14: Distribution of reconstructed angle of the muon candidate in the MRD-penetrated
sample. The MC prediction is based on NEUT and absolutely normalized by the number of POT.
The total and flux systematic errors on the MC predictions are separately shown.

Table 5.3: The expected number and fraction of events in each neutrino interaction for the MRD-
penetrated sample, estimated by NEUT and NUANCE.

Interaction NEUT NUANCE
type Events Fraction(%) Events Fraction(%)

CC QE 2428 60.0 1943 57.0
CC res. 1π 1008 24.9 976 28.6
CC coh. 1π 140 3.5 130 3.8
CC other 356 8.8 255 7.4
NC 1.5 0.04 2.3 0.07
All non-νµ 89 2.2 75 2.2
External 27 0. 7 27 0.8

Total 4049 3407

5.2.3 Efficiency summary

Figures 5.15 and 5.16 shows the efficiency of CC events as a function of true Pµ and θµ. Figure 5.17
shows the efficiency of CC events as a function of true neutrino energy for each sub-sample, esti-
mated from the NEUT based MC simulation. By combining these three samples, we can obtain
fairly uniform efficiency for neutrinos above 0.4 GeV.
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Figure 5.15: (Top) Number of CC events in
the SciBar FV as a function of true pµ, pre-
dicted by the NEUT based simulation. The
number of selected events in each sub-sample
are also shown. (Bottom) Detection efficiency
as a function of true neutrino pµ for each sub-
sample.
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Figure 5.16: (Top) Number of CC events in
the SciBar FV as a function of true θµ, pre-
dicted by the NEUT based simulation. The
number of selected events in each sub-sample
are also shown. (Bottom) Detection efficiency
as a function of true neutrino θµ for each sub-
sample.

 (GeV)
ν

True E
0 0.5 1 1.5 2 2.5 3N

u
m

b
e

r 
o

f 
e

v
e

n
ts

 (
a

rb
it

ra
ry

 u
n

it
)

0

2

4

6

8

10

­9
10×

Generated in FV

Total selected

SciBar stopped

MRD stopped

MRD penetrated

 (GeV)
ν

True E
0 0.5 1 1.5 2 2.5 3

E
ff

ic
ie

n
c

y

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1 Figure 5.17: (Top) Number of CC events in
the SciBar FV as a function of true Eν , pre-
dicted by the NEUT based simulation. The
number of selected events in each sub-sample
are also shown. (Bottom) Detection efficiency
as a function of true neutrino energy for each
sub-sample.



50 CHAPTER 5. EVENT RECONSTRUCTION IN SCIBOONE DETECTOR

5.3 Data comparison to the MC prediction

Table 5.4 shows the number of events obtained from data and the predictions from NEUT and
NUANCE based MC simulations. The contamination of cosmic-ray backgrounds is estimated using
the off-beam data, and have been subtracted from the data. For the total number of events from
the three sub-samples, we find a data/MC normalization factor of 1.08 for the NEUT prediction,
and 1.23 for the NUANCE prediction. The systematic errors of the number of the sum of these
three samples are estimated to be 0.07 from the flux uncertainty, and 0.16 from the cross-section
uncertainty. Hence the observed normalization differences are fairly covered by the systematic
uncertainties.

Table 5.4: The number of events in each sub-sample from the data and the predictions from
NEUT/NUANCE-based MC. The numbers in parentheses show the ratio between the data and the
predictions. The cosmic-ray backgrounds are estimated from off-timing data and subtracted from
the data.

Sample SciBar-stopped MRD-stopped MRD-penetrated Total

Data 13588.8 20236.4 3544.4 37369.6
NEUT 12278.3(1.11) 18426.3(1.10) 4049.0(0.88) 34753.6(1.08)
NUANCE 10841.9(1.25) 16036.2(1.26) 3407.5(1.04) 30285.6(1.23)

To compare the MC predictions with data in more detail, the neutrino energy(Eν) and the
square of the four-momentum transfer(Q2) are the key variables since a flux variation is purely a
function of Eν while a variation of the cross section model typically changes the Q2 distribution.
We reconstruct these variables assuming CC-QE interaction kinematics. The reconstructed Eν is
calculated as

Erecν =
m2
p − (mn − EB)2 −m2

µ + 2(mn − EB)Eµ

2(mn − EB − Eµ + pµ cos θµ)
, (5.2)

where mp, mn and mµ are the mass of proton, neutron and muon, respectively, Eµ is the muon
total energy, and EB is the nuclear potential energy. The reconstructed Q2 is given by,

Q2
rec = 2Erecν (Eµ − pµ cos θµ)−m2

µ. (5.3)

Figure 5.18 shows the distributions of Erecν and Q2
rec for the SciBar-stopped and MRD-stopped

samples. In these plots, data points are compared with the NEUT and NUANCE based MC
predictions. We find that the data are consistent with the MC predictions within the systematic
uncertainties.
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Figure 5.18: Top: Erecν (left) and Q2
rec (right) of the SciBar-stopped sample. Bottom: Erecν (left)

and Q2
rec (right) of the MRD-stopped sample. The NEUT and NUANCE predictions are absolutely

normalized by the number of POT. The filled regions show the systematic uncertainties on the MC
predictions based on NEUT. The systematic uncertainty for the NUANCE prediction is similar to
that of the NEUT prediction and not shown.
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Chapter 6

Measurement of CC interactions at
SciBooNE

6.1 Overview

In this section, we report the measurements of neutrino charged current interaction rate and cross
section at SciBooNE. This is the first measurement of CC inclusive interaction cross section in the
1 GeV region on carbon. Hence this result will help selecting the various cross section models and
tuning the neutrino flux prediction.

In addition, we also discuss the applications of this measurement to other measurements at
SciBooNE and MiniBooNE. The first application is providing the absolute normalization for the
previous cross section measurements at SciBooNE, and the second is providing a constraint of the
product of the flux and cross section for a SciBooNE-MiniBooNE joint νµ disappearance analysis.

This chapter is organized as follows. First, we describe the method to extract energy dependent
CC interaction rate in Sec. 6.2. Then, we give the results of CC interaction rate and cross section
measurement in Sec. 6.3. We also discuss the applications of this result to other measurements in
Sec. 6.4. The summary of this chapter is given in Sec. 6.5.

6.2 CC interaction rate analysis

6.2.1 Method

To measure the CC inclusive interaction rate and the cross section as a function of neutrino en-
ergy, we re-weight the predictions of NEUT and NUANCE based simulations in true energy bins
by factors that give the best agreement with the kinematic distributions for data with the MC
prediction.

The pµ vs. θµ (pµ-θµ) distributions from the SciBar-stopped and the MRD-stopped samples, and
θµ distribution from the MRD-penetrated sample are used for this measurement. Figure 6.1 shows
the pµ-θµ distributions of the SciBar-stopped and MRD-stopped samples, while the θµ distribution
for the MRD-penetrated sample is shown in Fig. 5.14. Events in the same pµ-θµ bins but in different
sub-samples are not summed together, but treated as separate pµ-θµ bins in the analysis, and only
bins with at least 5 entries are used for the fit. The total number of pµ-θµ bins is 159; 71 from the
SciBar-stopped, 82 from the MRD-stopped and 6 from the MRD-penetrated samples.

We define six rate normalization factors (f0, · · · , f5) which represent the CC interaction rate
normalized to the MC prediction for each true energy region defined in Table 6.1. If the default
MC prediction is equal to the observed data, the value of fi is 1 for i = 0, · · · 5. The events at
Eν < 0.25 GeV are not used since these events are below our detection threshold as shown in
Fig. 5.17, and also the fraction of these low energy interactions are negligibly small (< 1%) at the
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BNB flux. We calculate these rate normalization factors by comparing the MC predictions to the
measured CC interaction rate.

More discussions of the choice of samples and binning is described in Appendix A.1.
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Figure 6.1: Data distributions of pµ vs. θµ for the SciBar-stopped (left) and MRD-stopped (right)
samples. The size of boxes is proportional to the number of entries.

Table 6.1: Energy regions for the CC interaction rate measurement. These energy regions are in
terms of the true neutrino energy from the MC.

Parameter f0 f1 f2 f3 f4 f5

Eν range (GeV) 0.25 - 0.5 0.5 - 0.75 0.75 - 1.0 1.0 - 1.25 1.25 - 1.75 1.75+

First, we generate the MC templates for the pµ-θµ distributions in each event sample; npredij is
the predicted number of events in the i-th true energy bin and j-th pµ-θµ bin. Then, the expected

number of events in each pµ-θµ bin, Npred
j , is calculated as

Npred
j =

Eνbins∑

i

fin
pred
ij . (6.1)

Figures 6.2 and 6.3 are the MC templates of the pµ-θµ distributions for the SciBar-stopped and
MRD-stopped samples. We see that there is a large contribution in the SciBar-stopped sample of
events with Eν below 0.75 GeV. Hence, this sample is essential to determine the rate normalization
factors in the low energy regions. The pµ-θµ distributions of the MRD-stopped sample clearly
depends on Eν , up to 1.75 GeV. For the events with Eν above 1.75 GeV, most of muons from
CC interaction penetrate the entire MRD, and hence categorized to the MRD-penetrated sample.
However, there is small portion of events with Eν > 1.75 GeV in the MRD-stopped sample which
have small reconstructed pµ. These are events with energetic pion or proton tracks that are mis-
reconstructed as muons. Due to the weak constraint from the MRD-stopped sample on events with
Eν > 1.75 GeV, the MRD-penetrated sample is included in the fit since about 2/3 of the events in
this sample have Eν > 1.75 GeV as shown in Fig. 6.4.
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Figure 6.2: The MC templates of pµ vs. θµ for the SciBar-stopped and MRD-stopped sample for
the three lowest Eν regions. The normalization factors are common between the SciBar-stopped
and MRD-stopped samples.
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Figure 6.3: The MC templates of pµ vs. θµ for the SciBar-stopped and MRD-stopped sample for
the three highest Eν regions. The normalization factors are common between the SciBar-stopped
and MRD-stopped samples.
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6.2.2 Definition of χ2

We search for the rate normalization factors (f0, · · · , f5) which minimize the Pearson’s χ2 value
defined as:

χ2 =
Nbins∑

j,k

(Nobs
j −Npred

j )(V sys + V stat)−1
jk (Nobs

k −Npred
k ). (6.2)

We refer this process as the “spectrum fit”. Here, Nobs
j(k) and Npred

j(k) are the observed and predicted

numbers of events in the j(k)-th pµ-θµ bin, and Npred
j(k) is a function of the rate normalization factors

as shown in Eq. (6.1). Vsys is the covariance matrix for systematic uncertainties in each pµ-θµ bin,
and Vstat represents the statistical error, defined as:

Vstat =




Npred
1 0

Npred
2

. . .

0 Npred
Nbins


 . (6.3)

We have a total of 159 bins, so Vsys and Vstat are 159× 159 dimensional matrices. The details
of evaluating Vsys are described in the following section.

This method assumes that the statistical fluctuation follows the Gaussian distribution around
the predation NMC

i , while the Poisson distribution is more accurate approximation for low statistic
bins. We have tested the two assumptions and found that the fit using the Gaussian distribution
produces the consistent result with the fit assuming the Poisson distribution. Then, because the
fit process is the Pearson’s χ2 is a lot simpler and stabler compare to the likelihood method, we
decided to use the Pearson’s χ2 for the fit. The details of the comparison are described in the
Appendix A.2.

6.2.3 Error analysis

In this section, we describe how to construct “Vsys” in Eq. (6.2).

6.2.3.1 Method

The sources of systematic errors are divided into four categories: the uncertainties of neutrino beam
(i), neutrino interaction models (ii), intra-nuclear interaction model (iii), and detector response
and neutrino interaction models outside of SciBar (iv). Table 6.2 shows the list of the systematic
uncertainties considered in this analysis, which were described in the previous sections.

The general procedure of producing the error matrix of pµ-θµ distribution (Vsys) is as follows.
For each sources listed in Table 6.2, we randomly change the parameters (like MA) and produce a
corresponding pµ-θµ distribution, which we call a “systematic variation”. We produce this system-
atic variation many times for each source, and compare these with the original prediction. Then,
from the difference between the systematic variations and the original prediction, we form the error
matrix of pµ-θµ distribution, including the correlations between the bins.



58 CHAPTER 6. MEASUREMENT OF CC INTERACTIONS AT SCIBOONE

T
a
b

le
6
.2

:
L

is
t

of
er

ro
rs

in
ea

ch
ca

te
go

ri
es

C
at

eg
or

y
E

rr
or

so
u

rc
e

V
ar

ia
ti

o
n

D
es

cr
ip

ti
o
n

π
+
/π
−

p
ro

d
u

ct
io

n
fr

om
p

-B
e

in
te

ra
ct

io
n

S
p

li
n

e
fi

t
to

H
A

R
P

d
a
ta

[8
5
]

S
ec

.
4
.1

K
+
/K

0
p

ro
d

u
ct

io
n

fr
om

p
-B

e
in

te
ra

ct
io

n
T

ab
le

s
V

II
I

an
d

IX
in

R
ef

.
[4

3
]

S
ec

.
4
.1

(i
)

N
u

cl
eo

n
an

d
p

io
n

in
te

ra
ct

io
n

in
B

e/
A

l
T

ab
le

X
II

I
in

R
ef

.
[4

3
]

S
ec

.
4
.1

F
lu

x
H

or
n

cu
rr

en
t

±
1

k
A

S
ec

.
4
.1

H
or

n
sk

in
eff

ec
t

H
or

n
sk

in
d

ep
th

,
±

1
.4

m
m

S
ec

.
4
.1

N
u

m
b

er
of

P
O

T
±

2
%

S
ec

.
4
.1

F
er

m
i

su
rf

ac
e

m
om

en
tu

m
of

ca
rb

on
n
u

cl
eu

s
±

30
M

eV
S

ec
.

4
.2

.2
.1

B
in

d
in

g
en

er
gy

of
ca

rb
on

n
u

cl
eu

s
±

9
M

eV
S

ec
.

4
.2

.2
.1

(i
i)

C
C

-Q
E
M
A

±
0
.2

2
G

eV
S

ec
.

4
.2

.2
.1

N
eu

tr
in

o
C

C
-Q

E
κ

±
0.

0
2
2

S
ec

.
4
.2

.2
.1

in
te

ra
ct

io
n

C
C

-1
π
M
A

±
0
.2

8
G

eV
S

ec
.

4
.2

.2
.2

C
C

-1
π
Q

2
sh

ap
e

E
st

im
at

ed
fr

om
S

ci
B

o
o
N

E
d

a
ta

S
ec

.
4
.2

.2
.2

C
C

-c
oh

er
en

t-
π
M
A

±
0
.2

8
G

eV
S

ec
.

4
.2

.2
.3

C
C

-m
u

lt
i-
π
M
A

±
0
.5

2
G

eV
S

ec
.

4
.2

.2
.4

∆
re

-i
n
te

ra
ct

io
n

in
n
u

cl
eu

s
±

1
0
0

%
S

ec
.

4
.2

.2
.2

(i
ii

)
P

io
n

ch
ar

ge
ex

ch
an

ge
in

n
u

cl
eu

s
±

20
%

S
ec

.
4
.2

.2
.5

In
tr

a-
n
u

cl
ea

r
P

io
n

ab
so

rp
ti

on
in

n
u

cl
eu

s
±

35
%

S
ec

.
4
.2

.2
.5

in
te

ra
ct

io
n

P
ro

to
n

re
-s

ca
tt

er
in

g
in

n
u

cl
eu

s
±

10
%

S
ec

.
4
.2

.2
.5

N
C

/C
C

ra
ti

o
±

2
0

%
S

ec
.

4
.2

.2
.5

P
M

T
1

p
.e

.
re

so
lu

ti
on

±
0
.2

0
S

ec
.

4
.3

B
ir

k
’s

co
n

st
an

t
±

0
.0

02
3

cm
/
M

eV
S

ec
.

4
.3

P
M

T
cr

os
s-

ta
lk

±
0.

0
0
4

S
ec

.
4
.3

(i
v
)

P
io

n
in

te
ra

ct
io

n
cr

os
s

se
ct

io
n

in
th

e
d

et
ec

to
r

m
at

er
ia

l
±

1
0

%
S

ec
.

4
.3

D
et

ec
to

r
d

E
/d

x
u

n
ce

rt
ai

n
ty

±
3%

(S
ci

B
ar

,M
R

D
),
±

1
0
%

(E
C

)
S

ec
.

4
.3

re
sp

on
se

D
en

si
ty

of
S

ci
B

ar
±

1
%

S
ec

.
4
.3

N
or

m
al

iz
at

io
n

of
in

te
ra

ct
io

n
ra

te
at

th
e

E
C

/M
R

D
±

2
0

%
S

ec
.

4
.2

.1
N

or
m

al
iz

at
io

n
of

in
te

ra
ct

io
n

ra
te

at
th

e
su

rr
ou

n
d

in
g

m
at

er
ia

ls
±

2
0

%
S

ec
.

4
.2

.1
C

on
ta

m
in

at
io

n
of

co
sm

ic
-r

ay
b

ac
k
gr

ou
n
d

s
E

st
im

at
ed

fr
om

o
ff

-b
ea

m
d

a
ta

S
ec

.
5
.2

.2



6.2. CC INTERACTION RATE ANALYSIS 59

The aim of this analysis is to constrain the variations due to the flux (i) and the cross section
(ii) by measuring the rate normalization factors as a function of Eν , fi. Uncertainties from (i) and
(ii) are factorized into two parts: variations which change the rate normalization of CC events in
each Eν region (“normalization”) and variations which change the pµ-θµ distributions but not the
normalization of CC events (“pµ-θµ shape”). The former, normalization, is corrected by the use of
fi, so Vsys corresponds only to pµ-θµ shape uncertainties by the flux and the cross section.

The pµ-θµ shape uncertainties are estimated by re-normalizing the variation for each Eν region
as follows. First, we generate a new prediction corresponding to a systematic variation of pµ-θµ
distribution, n′ij . Here, the prime denotes a systematic variation, with i and j representing as
before the energy bin i and pµ-θµ bin j.

Then, the predicted event rate, N ′j , corresponding to this systematic variation is:

N ′j =

Eνbins∑

i

fin
′
ijRi, (6.4)

where Ri is the renormalization factor, which is the ratio of the total number of predicted events
in each Eν bin between the default prediction and the systematically varied one defined as:

Ri =

∑(pµ,θµ)bins
j nij

∑(pµ,θµ)bins
j n′ij

. (6.5)

The predictions for the default values Nj and nij are the same as the Npred
j and npredij used in

Eq. (6.1).
Unlike the flux and cross section uncertainties, intra-nuclear interaction (iii) and detector un-

certainties (iv) are independent of the CC interaction rate. For these sources, the uncertainties are
simply calculated as:

N ′j =

Eνbins∑

i

fin
′
ij . (6.6)

To generate the Vsys matrix, the systematically varied rate, N ′ij , is compared to the default
value of the event rate. To better estimate some uncertainties, many variation predictions (“draws”)
are used, each corresponding to a unique set of underlying parameters. To estimate the error from
the MQE

A uncertainty, for example, we generate 1000 different sets of MC expectations of n′ij , each

corresponding to the different value of MQE
A randomly drawn from the estimated uncertainty of

MQE
A . Then, the error matrix representing the uncertainty from MQE

A is calculated as:

V
MQE
A

jk =
1

S

S∑

l

(N ′jl −Nj)(N
′
kl −Nk), (6.7)

where k denotes the index of random draws and S denotes the total number of draws. We estimate
the errors from each source (i) - (iv) individually, and we add all matrices together to generate the
total covariance matrix, Vsys. We assume the same size of the fractional error for both NEUT and
NUANCE based predictions, and the total covariance matrices for them are calculated by scaling
the fractional errors with the predictions.

In this fit, we continuously update Vsys using the fj values. (i.e. The error matrix is re-
calculated at the every step in the fitting.)

6.2.3.2 The size of systematic uncertainties

Figure 6.5 shows the fractional size of the diagonal element (
√
Vii/N

pred
i ) of the error at each pµ

vs. θµ bin of SciBar-stopped and MRD-stopped samples. Figure 6.6 is the central values and its
RMS of θµ distribution from MRD-penetrated sample. The errors shown here are calculated with
the all scale factors (fj) being set to 1 (before fit).
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Figure 6.5: The fractional size of the diagonal element (
√
Vii/N

pred
i ) of the systematic uncertain-

ties at each pµ vs. θµ bin. The left plot shows the uncertainties for SciBar-stopped sample, and
the right plot shows those for MRD-stopped sample.
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6.2.4 Spectrum fit result

Tables 6.3 and 6.4 show the best fit parameters and their errors from the spectrum fit with the
six energy dependent rate normalization factors for NEUT and NUANCE predictions, respectively.
The χ2/DOF , where DOF is the number of degree of freedom for NEUT and NUANCE predictions
are 161.2/153 and 173.6/153, respectively, while they are 225.1/159 and 560.7/159 before the fit.
We obtain the reasonable χ2 values after the fit. We also tried to tune Q2 distributions by fitting
the parameters in the neutrino interaction models such as MA and κ, however, we do not find
an improvement. So we decided to make fits just by using six rate normalization factors for true
Eν regions as described above, with the neutrino interaction parameters being fixed, because our
method is less model dependent on interaction models.

Table 6.3: Spectrum fit result for the NEUT prediction. The first two rows are the best fit values
and the uncertainties. The subsequent columns and rows represent the correlation coefficients for
each parameters.

f0 f1 f2 f3 f4 f5

Best fit 1.042 1.032 1.234 1.290 1.193 0.789
Error 0.186 0.095 0.064 0.084 0.104 0.083

f0 1.0000 0.2951 0.1653 -0.2224 -0.3646 0.0438
f1 0.2951 1.0000 0.0591 -0.3674 -0.5311 -0.2187
f2 0.1653 0.0591 1.0000 -0.2317 -0.1511 -0.3301
f3 -0.2224 -0.3674 -0.2317 1.0000 -0.0011 0.2534
f4 -0.3646 -0.5311 -0.1511 -0.0011 1.0000 -0.0680
f5 0.0438 -0.2187 -0.3301 0.2534 -0.0680 1.0000

Table 6.4: Spectrum fit result for the NUANCE prediction. The first two rows are the best fit
values and the uncertainties. The subsequent columns and rows represent the correlation coefficients
for each parameters.

f0 f1 f2 f3 f4 f5

Best fit 1.650 1.312 1.359 1.378 1.360 0.898
Error 0.203 0.093 0.057 0.075 0.107 0.085

f0 1.0000 0.2260 0.0716 -0.2470 -0.2916 0.0019
f1 0.2260 1.0000 0.0244 -0.4319 -0.5275 -0.2410
f2 0.0716 0.0244 1.0000 -0.2225 -0.1150 -0.3403
f3 -0.2470 -0.4319 -0.2225 1.0000 0.0910 0.2003
f4 -0.2916 -0.5275 -0.1150 0.0910 1.0000 -0.0569
f5 0.0019 -0.2410 -0.3403 0.2003 -0.0569 1.0000

6.2.5 Distributions after fit

Figures 6.7 and 6.8 show the distributions of the difference between the observed and the pre-
dicted number of events, (Nobs

j − Npred
j )/Npred

j , in the pµ-θµ planes for the SciBar-stopped and
MRD-stopped samples, respectively. Distibutions for both before and after fits are shown in these
figures. Figure 6.9 is the θµ distribution for the MRD-penetraded sample. Finally, Figure 6.10
show the distributions of the difference divided by the total systematic and statistical errors,

(Nobs
j −Npred

j )/Npred
j /

√
V sys
jj + V stat

jj . We find that the residual differences between the obeserved

and the predicted number of events are covered by the systematic and statistical uncertainties, and
the predictions of pµ-θµ distributions after fit well reproduce the observed distributions.



62 CHAPTER 6. MEASUREMENT OF CC INTERACTIONS AT SCIBOONE

 (deg)µθ
0 20 40 60 80 100 120 140 160 180

 (
G

e
V

/c
)

µ
p

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

­0.5

­0.4

­0.3

­0.2

­0.1

0

0.1

0.2

0.3

0.4

0.5

 (deg)µθ
0 20 40 60 80 100 120 140 160 180

 (
G

e
V

/c
)

µ
p

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

­0.5

­0.4

­0.3

­0.2

­0.1

0

0.1

0.2

0.3

0.4

0.5

Figure 6.7: Distributions of the difference between the observed and the predicted numbers of
events, (Nobs

j −Npred
j )/Npred

j , in the pµ-θµ planes (left) before and (right) after fit for the SciBar-
stopped sample. Only bins used for the fit are shown in these plots.
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Figure 6.8: Distributions of the difference between the observed and the predicted numbers of
events, (Nobs

j − Npred
j )/Npred

j , in the pµ-θµ planes (left) before and (right) after fit for the MRD-
stopped sample. Only bins used for the fit are shown in these plots.
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Figure 6.9: θµ distribution for the MRD-
penetrated sample. Black dots shows the data
point. Black line is the MC prediction before
fit, and the red line is the one after fit for the
NEUT-based prediction.
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Figure 6.10: Distributions of the difference between the observed and predicted number of events,

divided by the total errors, (Nobs
j − Npred

j )/Npred
j /

√
V sys
jj + V stat

jj at each Pµ vs. θµ bin. The left

plot is that of SciBar-stopped sample, and the right one is that of MRD-stopped sample. Only bins
used for the fit are shown in these plots.
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Figure 6.11 shows the distributions of pµ, θµ E
rec
ν and Q2

rec of the MRD-stopped sample, after
applying the rate normalization factors obtained in this analysis. We reevaluate systematic error
for each distribution in the same way as described in Sec. 6.2.3, where the systematic error is more
constrained by this result. We also propagate the errors of the scale factors (fi) to the distributions.
The errors on fi obtained from the fit include the shape error from all the flux and the cross section
uncertainties, and the absolute error from all the intra-nuclear interaction and detector response
uncertainties, as they are included into the error matrix (Vsys). The errors shown in these plots are
the quadrature sum of those systematic errors.

Similarly, Figure 6.12 shows the distributions of pµ, θµ E
rec
ν and Q2

rec of the SciBar-stopped
sample, and Figure 6.13 shows the distribution of θµ of the MRD-penetrated sample.

We find that both NEUT and NUANCE predictions well reproduce the data distributions
within the errors obtained in this analysis. Also, we confirm that this measurement can reduce the
systematic uncertainty of the flux and the cross section in most regions, compared to the original
errors.
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Figure 6.11: Top: Reconstructed pµ (left) and θµ (right) distributions for the MRD-stopped sam-
ple. Bottom: Erecν (left) and Q2

rec (right) distributions for the MRD-stopped sample. The results
of the spectrum fit are applied for the NEUT and NUANCE predictions, with the normalization
by the number of POT. The filled regions show the systematic uncertainties of MC predictions
based on NEUT. The area within dashed lines shows the NEUT predictions with their systematic
uncertainties before the fit. The systematic uncertainty for the NUANCE prediction is similar to
that of the NEUT prediction and is not shown.
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Figure 6.12: Top: Reconstructed pµ (left) and θµ (right) distributions for the SciBar-stopped
sample. Bottom: Erecν (left) and Q2

rec (right) distributions for the SciBar-stopped sample. The
results of the spectrum fit are applied for the NEUT and NUANCE predictions, with the nor-
malization by the number of POT. The filled regions show the systematic uncertainties of MC
predictions based on NEUT. The area within dashed lines shows the NEUT predictions with their
systematic uncertainties before the fit. The systematic uncertainty for the NUANCE prediction is
similar to that of the NEUT prediction and is not shown.
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Figure 6.13: Reconstructed θµ distribution for the MRD-penetrated sample. The results of
the spectrum fit are applied for the NEUT and NUANCE predictions, with the normalization
by the number of POT. The filled regions show the systematic uncertainties of MC predictions
based on NEUT. The area within dashed lines shows the NEUT predictions with their systematic
uncertainties before the fit. The systematic uncertainty for the NUANCE prediction is similar to
that of the NEUT prediction and is not shown.
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6.3 Results and discussions

In this section, we report on the extraction of the CC interaction rates and cross sections. As
described in Sec. 2.2, the rate measurement is primary motivated by the SciBooNE-MiniBooNE
joint νµ disappearance analysis, while the cross section results can be used to test various neutrino
interaction models. In addition, we also extract flux integrated rates and cross sections as a cross
check of the energy dependent analysis. These results for energy dependent and flux intergrated
analyses are given in Sec. 6.3.1 and Sec. 6.3.2, respectively. Then, we discuss the interpretation of
the results in Sec. 6.3.3.

6.3.1 Energy dependent CC interaction rate and cross section

6.3.1.1 CC interaction rate extraction

The CC interaction rate in i-th true Eν region, Ri, is calculated with the obtained fi as:

Ri =
fi · N pred

i · Pi
εi

, (6.8)

where N pred
i is the number of selected events predicted by the MC simulation, Pi is the purity of

the CC inclusive sample, and εi is the efficiency. We evaluate the errors on Pi/εi with all systematic
uncertainties listed in Table 6.2. Then, we take the quadrature sum of the errors of fi and Pi/εi
to estimate the total systematic error. Figure 6.14 shows the obtained neutrino interaction rate
normalized to the NEUT and NUANCE predictions, with the full systematic error. The original flux
and cross-section uncertainties are also shown in the plot. The numerical values of the interaction
rate normalized to the MC predictions and its full errors are shown in Table 6.5. The uncertainty
is about 6% for the interaction rate at 0.75 < Eν < 1.0 GeV, where the CC interaction rate is
maximum. The uncertainty is as large as 15% in the lowest energy region.

Table 6.5: νµ CC inclusive interaction rate normalization factors to NEUT and NUANCE pre-
dictions. The size of the full systematic errors are also shown.

Energy region νµ CC rate normalization factor
(GeV) NEUT NUANCE

0.25 - 0.50 1.04± 0.20 1.65± 0.22
0.50 - 0.75 1.03± 0.11 1.31± 0.11
0.75 - 1.00 1.23± 0.08 1.36± 0.08
1.00 - 1.25 1.29± 0.10 1.38± 0.09
1.25 - 1.75 1.19± 0.11 1.36± 0.12

1.75 - 0.79± 0.08 0.90± 0.09

6.3.1.2 CC inclusive cross section

The CC inclusive cross section per nucleon on polystyrene target (C8H8) at each energy region is
calculated as

σi = fi· < σpredCC >i=
fi · N pred

i · Pi
εi · T · Φi

, (6.9)

where i is the index of the energy regions used for the spectrum fit (see Table 6.1), < σpredCC >i is the

predicted flux averaged CC interaction cross section per nucleon, N pred
i is the number of selected

events predicted by the MC simulation, Pi is the purity of CC inclusive sample, εi is the efficiency,
Ti is the number of nucleons in the SciBar fiducial volume, and Φi is the muon neutrino flux per
unit area.
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Figure 6.14: The CC interaction rates normalized to the NEUT and NUANCE predictions,
obtained by the spectrum fit. The error bars show the full systematic uncertainties. The original
errors of the flux and cross section uncertainties are also shown separately.
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Figure 6.15 show the extracted cross sections plotted with the original predictions by NEUT
and NUANCE. In addition to the errors on Pi/εi as estimated for the rate measurements, we also
estimate the errors on Φi from the category (i) in the table. In the plot, we separately show the
errors of fi and the quadrature sum of fi, Pi, εi and Φi errors.

The obtained cross section values and their errors are summarized in Table 6.6. The uncertainty
on the cross section is about 10% at 0.75 < Eν < 1.0 GeV, where the CC interaction rate is
maximum. The uncertainty is as large as 30% in the lowest energy region. This is the first
measurement of CC inclusive interaction cross section on carbon around 1 GeV.
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Figure 6.15: CC inclusive interaction cross section per nucleon on a polystyrene target (C8H8).
The smaller error bars show the uncertainties of the rate normalization factors, and the larger error
bars represents the total error including the flux uncertainties.

6.3.2 Flux integrated total CC interaction rate and cross section

6.3.2.1 Measurement of CC interaction rate

We perform a fit with the method described in Sec. 6.2 using one rate normalization factor (ftot)
which spans the entire energy region, instead of six regions. This flux integrated measurement is
motivated as a cross check of the energy dependent analysis.

The obtained rate normalization factors are 1.12 ± 0.02 ± 0.03, and 1.29 ± 0.02 ± 0.03 for the
NEUT and NUANCE predictions, respectively. The first errors show the errors from the fit, and
the second show the errors from the uncertainties of efficiency and purity. The χ2/DOF , where
DOF is the number of degree of freedom for NEUT and NUANCE predictions are 173.0/158 and
183.0/158, respectively, while they are 208.6/159 and 481.5/159 before the fit.

In this measurement, we obtained the higher rate normalization factors compared to the simple
ratio of the number of events (Table 5.4). This is because the “shape” systematic uncertainty
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Table 6.6: Energy dependent CC inclusive cross section per nucleon on a polystyrene target
(C8H8). Results based on NEUT and NUANCE based predictions are separately shown.

Energy region Mean Energy Total νµ flux νµ CC inclusive cross section (cm2/nucleon)
(GeV) (GeV) (νµ/cm2) NEUT based NUANCE based

0.25 - 0.50 0.38 (4.31± 0.81)× 1011 (2.76± 0.75)× 10−39 (3.40± 0.96)× 10−39

0.50 - 0.75 0.62 (5.09± 0.37)× 1011 (5.80± 0.75)× 10−39 (6.39± 0.81)× 10−39

0.75 - 1.00 0.87 (4.18± 0.26)× 1011 (1.03± 0.10)× 10−38 (1.01± 0.09)× 10−38

1.00 - 1.25 1.11 (2.63± 0.23)× 1011 (1.38± 0.17)× 10−38 (1.29± 0.15)× 10−38

1.25 - 1.75 1.43 (1.90± 0.27)× 1011 (1.62± 0.29)× 10−38 (1.56± 0.28)× 10−38

1.75 - 2.47 (0.62± 0.12)× 1011 (1.74± 0.38)× 10−38 (1.66± 0.37)× 10−38

(Sec. 6.2.3) is calculated over the entire energy region, and it typically becomes smallest where the
CC interaction rate is maximum. Hence, the obtained rate normalization factors tend to be close
to the results for 0.75 < Eν < 1.0 GeV in the energy dependent analysis (Sec. 6.3.1).

6.3.2.2 CC inclusive cross section

We extract the total CC inclusive cross section for the flux at Eν > 0.25 GeV using a similar
formula to Eq. (6.9):

σ = ftot· < σpredCC >=
ftot · N pred · P

ε · T · Φ . (6.10)

The purity (P ) and the efficiency (ε) are estimated for the sum of SciBar-stopped, MRD-stopped
and MRD-penetrated samples, and obtained to be P = 90.0(89.1)% and ε = 34.5(34.5)% with the
NEUT(NUANCE) generators. The integrated νµ flux at Eν > 0.25 GeV averaged over the SciBar
Fiducial Volume for 9.9E19 POT is estimated to be Φ = (1.87± 0.14)× 1012 (νµ/cm2), with mean
energy of 0.83 GeV.

Using these purity, efficiency and flux predictions, we obtain the total CC cross sections per
nucleon on a polystyrene target to be (8.51±0.72)×10−39 and (8.45±0.71)×10−39 for NEUT and
NUANCE based predictions, respectively. The error contains all systematic uncertainties evaluated
in this analysis. The error is dominated by the uncertainty on the total flux prediction (7.6%).

6.3.3 Discussion of the CC rate and cross section measurement results

This analalyis is the first measurement of the CC inclusive interaction rate and cross section on
carbon in the 1 GeV region. This measurement is also unique in the sence that the results covers
a wide energy range from 0.25 GeV to ∼ 3 GeV by combining several sub-samples in SciBooNE.
Hence, this result provides an useful input to tune the neutrino interaction models and/or the
neutrino flux model, which helps current and future neutrino oscillation experiments conducted in
this energy region, such as MiniBooNE, T2K and NOνA.

6.3.3.1 Consistency between NEUT and NUANCE

As described before, we find a large difference of the rate normalization factors between NEUT
and NUACNE based simulations. The major source of the rate normalization factors difference is
(a) the difference in the total neutrino interaction cross sections of the two models. This effect is
compensated by the rate normalization factor obtained in this analysis, and thus has little effect
on the absolute rates.

However, there is also a second-order contribution to this difference from (b) the difference in
the prediction of the final state particle production and the kinematics. This affects events with a
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pion or a proton tracks mis-reconstructed as a muon, which ultimately affects the purity (Pi) and
the efficiency (εi) in Eq. (6.8).

On the other hand, for the extracted cross sections, the difference between NEUT and NUANCE
due to (a) is canceled, and the remaining differences are, in principle, due to the source (b). Hence,
we can estimate the effect of (b). From Figure 6.15, we confirm that the differences of the extracted
CC interaction cross sections between NEUT and NUANCE are within the errors of fi. Therefore,
the effect of source (b) is small and covered by the systematic uncertainty. The difference of the
rate normalization factors is mostly caused by the cross section difference itself (source (a)).

As a next step, we can test various neutrino interaction models by implementing these into
NEUT and NUANCE, and see if there is a model consistently describe the observed data well.
This will be a crucial step for the next high precision neutrino oscillation measurements.

6.3.3.2 Comparison with other CC measurements

Figure 6.16 show the obtained cross sections from both energy dependent and flux integrated
analyses, compared with the results from BNL-7ft bubble chamber with deuterium target [53]
(around 1 GeV), NOMAD [50] and MINOS [51] (above ∼ 2 GeV). The results are consistent with
these previous measurements. The dominant error of our cross section result is due to the neutrino
flux uncertainy. We should note that, in the BNL bubble chamber measurement, they use CC-QE
interaction to normalize the absolute neutrino flux. Hence their result depends on the CC-QE cross
section models. On the other hand, our flux uncertainty is estimated by the uncertainty of the
hadron production cross sections from proton-Be interactions. Therefore, our result is less model
dependent and reliable, although our error is larger than the previous measurement at BNL.

An interesting topic in this 1 GeV regain is the recent measurement of CC-QE interaction cross
sections on carbon at 0.4 < Eν < 2.0 (GeV) by MiniBooNE [66], as shown in Figure 1.8. They
found that the obtained cross section is higher than what extrapolated from a measurement at
Eν > 3 (GeV) by NOMAD [67]. This initiates a large number of discussions on the CC-QE cross
section models. The MiniBooNE CC-QE sample has ∼20% contamination of CC-1π backgrounds,
and the size of this contamination have large uncertainty because of the uncertainty of the pion
final state interaction (FSI) in nucleus. So this discrepancy could be due to mis-estimation of the
background. Hence, CC inclusive cross section measurement, which is not affected by the FSI
uncertainty, have been awaited. Our result covers not only the Eν region for MiniBooNE, but
also the intermediate region at 2 < E < 3 (GeV), and therefore is complementary to these CC-QE
measurements. Figure 6.17 shows the CC-inclusive interaction cross section based on the NUANCE
prediction, compared with the CC-QE cross section measured by MiniBooNE [66]. Interestingly,
our result also indicates the higher cross sections than the prediction around 1 GeV, while the cross
section at the highest energy region (Eν > 1.75 GeV) is consistent to the prediction. There are also
CC-1π exclusive cross section measurements forthcoming from SciBooNE and MiniBooNE. Further
analyses comparing these exclusive measurements with our inclusive measurement will reveal the
effect of the FSI. Then, a precise determination of the CC interaction cross section in the few-GeV
region become possible.

6.4 Applications to other measurements

As mentioned before, this CC interaction analysis is also motivated by the two direct applications
to the measurements at SciBooNE and MiniBooNE; providing absolute normalizations of previous
SciBooNE’s cross section results, and providing constraints of the flux and the cross section for a
neutrino oscillation analysis at MiniBooNE. We discuss these two applications in this section.
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6.4.1 Absolute normalization for previous SciBooNE measurements

Previously, SciBooNE collaboration published cross section ratio measurements for charged current
coherent pion production [68] and neutral current neutral pion production [69, 70]. These are
especially important for the neutrino oscillation experiments in the 1 GeV region, since the CC
pion production and NC pion production are the the largest backgrounds for νµ disappearance and
νe appearance measurements, respectively.

For these measurements, the total CC interaction cross sections were used to normalize the
results. However, these results are usually hard to compare with the theoretical models since the
models usually predict the absolute cross sections, not the ratios to the total CC interaction cross
section.

When we published the cross section results at SciBooNE, we did not have the CC cross section
measurements because we did not have the reliable flux uncertainties; it is first estimated for this
analysis. Then, we also provide the values of the flux integrated CC interaction cross section with
the definitions used for the previous publications in the following part.

We have used the number of MRD-matched and MRD-penetrated samples to extract the total
CC cross section for CC coherent pion production measurements [68], and used MRD-stopped
sample for NC neutral pion production measurements [69, 70]. We extract the absolute CC inclusive
cross section from the number of each sub-sample as:

σ =
N obs · P
ε · T · Φ , (6.11)

whereN obs is the observed number of events in each sub-sample, P is the purity of νµ CC interaction
in the sample. Table 6.7 is a summary of the absolute CC cross section extracted from the number
of events in each sub-sample.

Table 6.7: Extracted number of total CC interaction and absolute cross sections per nucleon on
a polystyrene target, based on the number of events in each sub-sample. The MC predictions are
based on NEUT.

Events Efficiency Purity Total CC events CC cross-section
sample (N obs) (ε) (P ) (N obsP/ε) (σ [cm2/nucleon])

MRD-match 28409.6 27.2% 92.9% (9.71± 0.69)× 104 (8.14± 0.85)× 10−39

MRD-stop 20236.4 18.5% 91.2% (10.0± 0.73)× 104 (8.34± 0.88)× 10−39

MRD-pene 3544.4 4.3% 97.1% (7.94± 1.54)× 104 (6.65± 1.29)× 10−39

Since we made minor improvements to the MC prediction and the reconstruction algorithms,
the number of events in each sub-sample are slightly different from the previous published results.
The difference of the number of events are shown in Table 6.7, and are accounted as the systematic
uncertainties.

Table 6.8: The difference of total number of CC events, between this and previous works.

Total CC events
Base ample This result Previous result Difference

MRD-match 0.971× 105 1.009× 105 [68] 3.2%
MRD-stop 1.000× 105 1.019× 105 [69, 70] 1.9%
MRD-pene 0.794× 105 0.804× 105 [68] 0.5%

For the cross section values extracted from the MRD-matched and the MRD-stopped samples,
the dominant source of uncertainty is the total flux (Φ) uncertainty (7.6%). The second largest
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uncertainty is the efficiency (ε) uncertainty due to the cross section models. They are 4.0% and
5.0% in the MRD-matched and the MRD-stopped samples, respectively.

For the MRD-penetrated sample, the dominant systematic error from the efficiency variation
is due to the flux model uncertainties. Approximately 40% of the MRD-penetrated sample is from
neutrinos from kaon decay, which have a large uncertainty, as shown in Fig. 4.2. The error from
the efficiency variation due to the flux model is estimated to be 18.1%. The second largest error
comes from the the total flux (Φ) uncertainty (7.6%).

6.4.2 SciBooNE-MiniBooNE joint νµ disappearance analysis

As discussed in Sec. 1.4, we search for νµ disappearance at ∆m2 ∼ 1 eV2 to test the LSND signal.
Since the previous MiniBooNE-only measurement is limited by the large flux and cross section
uncertainties, we improve the νµ disappearance analysis by using this CC interaction measurement
at SciBooNE.

For this analysis , the result of the CC interaction rate measurement and techniques for the sys-
tematic error analysis described in this chapter are directly used. We will describe this SciBooNE-
MiniBooNE joint νµ disappearance analysis in Chapter 7.

6.5 Summary

In Summary, we presented the measurements of muon neutrino CC interaction rate and cross
section at SciBooNE.

We extract the νµ CC interaction rates by fitting the muon kinematics, with precision of 6-
15% for the energy dependent and 3% for the energy integrated analyses. We confirm that the
distributions after fitting well reproduce the observed distributions with both NEUT and NUANCE
based simulations. We also evaluate the CC inclusive interaction cross sections, and the results are
consistent with both NEUT and NUANCE predictions. This confirms that the difference in the
observed rates normalized to the NEUT and NUANCE based predictions is mainly due to the cross
section difference of the two simulators. The precisions of the obtained cross sections are 10-30%
for energy dependent and 8% for the energy integrated analyses. This is the first measurement of
the CC inclusive cross section on carbon around 1 GeV. Also this measurement is unique in the
sence that the result covers the wide range of the neutrino energy from 0.25 GeV to ∼ 3 GeV. These
cross section results are essential inputs for the current and future neutrino oscillation experiments
which uses neutrino beam around 1 GeV, such as MiniBooNE, T2K and NOνA.

This CC inclusive cross section is nearly free from the uncertainty of the FSI, and hence is
complementary to other exclusive measurements. Especially, this result is essential to interpret the
MiniBooNE’ CC-QE measurements in the 1 GeV region, which reported a significantly higher cross
section than what expected from a higher energy measurement by NOMAD.

The total CC interaction cross section values with reliable systematic uncertainties, as defined
in our previous cross section ratio measurements for charged current coherent pion production [68]
and neutral current neutral pion production [69, 70], are also extracted. These are especially im-
portant for the neutrino oscillation experiments in the 1 GeV region, since the CC pion production
and NC pion production are the the largest backgrounds for νµ disappearance and νe appearance
measurements, respectively. We extracted a CC interaction cross sections with the same definition
used in the previous analyses, and computed the absolute cross sections of these interaction modes.
Then, precise comparison with various cross section models become possible, and again, it will help
MiniBooNE, T2K and NOνA.

Finally, we also use this result to constrain the neutrino interaction rate for a SciBooNE-
MiniBooNE joint νµ disappearance analysis. The detail of this oscillation analysis will be described
in the next chapter.
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Chapter 7

Search for muon neutrino
disappearance

7.1 Overview

In this chapter, we report a search for muon neutrino disappearance at the Fermilab Booster
Neutrino Beam, improved by using SciBooNE data to constrain the uncertainties of neutrino flux
and cross sections.

In this analysis, we tune and constrain the MC prediction of the MiniBooNE observables using
the result of the SciBooNE CC interaction measurement (Sec. 6.2). The NUANCE based result of
SciBooNE measurement is used for this analysis to match the simulation used in MiniBooNE.

First, we describe the MiniBooNE event selection and systematic uncertainties before applying
the constraints by SciBooNE in Sec. 7.2. The MiniBooNE data sample used for this analysis is
summarized in Sec. 7.3. Then, we describe the method how to constrain the systematic uncertainties
by using SciBooNE measurements and the final error estimation in Sec. 7.4. The prediction of the
oscillation signals and the fit method are described in Sec. 7.5. Finally, the oscillation sensitivity
and the result is given in Sec. 7.6. and Sec. 7.7, respectively. The summary of this muon neutrino
disappearance measurement is given in Sec. 7.8.

7.2 MiniBooNE event reconstruction and prediction

We select events in MiniBooNE by requiring a single muon with the decay electron. Neutrino
energy is reconstructed from muon kinematics assuming the CCQE interaction by using Eq. (5.2).
For the neutrino interaction simulation in the MiniBooNE detector, we use the NUANCE program
library with the same parameter set described in Sec. 4.2.2. The details of MiniBooNE event
reconstruction and prediction are described in Appendix C.

Figure 7.1 shows the prediction and its systematic uncertainties of the reconstructed Eν distri-
bution with null oscillation hypothesis, before applying the constraint by SciBooNE measurements
The systematic uncertainties are categorized into (a) the flux and cross section uncertainties and
(b) the MiniBooNE detector response uncertainty. We see that the dominant uncertainty is from
the flux and cross section uncertainties, which can be reduced by using SciBooNE measurement. In
the following part of this chapter, we describe the method of reducing of the flux and cross section
uncertainties, and an improved search for νµ disappearance.

7.3 MiniBooNE data sample

As described in Sec. 3.2, there are two data sets of MiniBooNE neutrino mode running, which we
refer to as the “old” and “new” data sets:
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Figure 7.1: Prediction of the MiniBooNE reconstructed Eν distribution before applying the
constraints by SciBooNE measurement. The total error, the flux and cross section uncertainties,
and the MiniBooNE detector uncertainty are also shown.

Old data: From Sep. 2002 to Dec. 2005. MiniBooNE only run. 5.58× 1020 POT.

New data: From Oct. 2007 to Apr. 2008. Joint SciBooNE and MiniBooNE run. 0.83 × 1020

POT.

The old data is the exactly same sample used for the MiniBooNE only νµ disappearance anal-
ysis [44]. The new data was taken in the SciBooNE and MiniBooNE joint run period. Although
the statistics of the new data is much smaller than that of the old data, this sample has smaller
systematic uncertainty for this analysis because both detectors measured the neutrino beam at the
same time. This is because errors due to instability of the beamline instruments cancel by taking
ratio between SciBooNE and MiniBooNE.

Since the systematic uncertainties are different, we treat these two samples as separate samples
in the oscillation analysis.

7.4 Prediction of MiniBooNE events with the SciBooNE con-
straints

7.4.1 Central value prediction

The rate normalization factor obtained by the SciBooNE CC analysis (fi) are used to constrain
the prediction of the reconstructed neutrino energy (ERecν ) distribution at MiniBooNE. First, we
generate the MC prediction of ERecν distribution in each true neutrino energy region; mij , where
i denotes the index of true energy regions used for the SciBooNE CC analysis, and j denotes the
the index of MiniBooNE ERecν bins. Then, the prediction of the number of events in j-th ERecν bin,
Mj , is calculated as

Mpred
j =

∑

i

fimij . (7.1)

Here, we use m and M to show the number of events in MiniBooNE distributions, to distinguish
from the distributions of SciBooNE which are shown with n or N .
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We use the same five true energy regions in SciBooNE analysis (Table 6.1), and 16 ERecν regions
defined in Table 7.1. Figure 7.2 shows the distribution of MiniBooNE ERecν for each true Eν region,
mij . Since the prediction of mij is produced by the NUANCE based MC simulation, we use fi
obtained by NUANCE consistently. The fi are shown in Table 6.4.

Table 7.1: MiniBooNE reconstructed Eν bins

bin 1 2 3 · · · 16

Erecν (GeV) 0.0 - 0.4 0.5 - 0.6 0.6 - 0.7 (0.1 GeV steps) 1.8 - 1.9
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Figure 7.2: Distribution of the MiniBooNE reconstructed Eν versus true Eν .

7.4.2 Systematic uncertainties

We estimate the systematic uncertainty of the MiniBooNE reconstructed Eν distribution for each
reconstructed Eν bin, including bin-to-bin correlations, and form a error matrix Vsys.

The sources of systematic errors are categorized into the following components:

1. Flux and cross section uncertainties

(a) Errors of the SciBooNE CC interaction measurement (VSB)

(b) Errors of the ratio between SciBooNE and MiniBooNE distributions (Vfar/near)

2. MiniBooNE detector response uncertainties (Vdet)

3. Errors due to long term instabilities (Vstab)

As for the flux and cross section uncertainties, they are mostly cancelled by taking the ratio
between SciBooNE and MiniBooNE distributions. However, as listed above, there are remain-
ing errors due to (a) errors of the SciBooNE CC interaction measurement, and (b) errors of the
SciBooNE to MiniBooNE ratio due to flux differences and efficiency differences by cross section
uncertainties.

Then, the total systematic error, Vsys, is constructed by adding these together:

Vsys = VSB + Vfar/near + Vdet + Vstab. (7.2)
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The systematic errors for oscillated predictions are obtained by re-scaling the errors for null
oscillation prediction. Then, for easier calculation of the re-scaled error matrix, we define the
“fractional error”, V frac, as

V frac
jk =

V abs
jk

MjMk
, (7.3)

where j, k are the indexes of reconstructed Eν bins, Mj ,Mk are the predicted number of events,
V abs
jk is a element of the absolute error matrix. The error matrices appeared in this chapter always

represents the size of fractional uncertainties unless otherwise noted.
Among these errors, MiniBooNE detector error (Vdet) is same as the error used for the Mini-

BooNE only analysis, and is described in Appendix C.1.1 and elsewhere [82, 108]. In the following
part, we describe the method of estimating other three errors (VSB, Vfar/near and Vstab) in detail.

7.4.2.1 Errors of the SciBooNE CC interaction measurement

We estimate the errors of the SciBooNE CC interaction measurement by propagating the errors of
the rate normalization factor, fi, to the MiniBooNE distribution, Mj .The errors of fi are given in
Table 6.4.

We first produce a random set of the rate normalization factors, f ′i , drown from their error.
Then, systematically varied prediction of MiniBooNE, M ′j , corresponding to the set of f ′i , are
obtained as:

M ′j =
∑

j

f ′imij . (7.4)

We produce 1000 sets of M ′i , and the error matrix by the SciBooNE CC measurement is calcu-
lated as:

V SB
jk =

1

S

S∑

l

(M ′jl −Mj)

Mj

(M ′kl −Mk)

Mk
, (7.5)

where l denotes the index of random draws and S denotes the total number of draws.

7.4.2.2 Errors of the ratio between SciBooNE and MiniBooNE distributions

The systematic error of SciBooNE to MiniBooNE ratio resulting from the flux and cross section
uncertainties is estimated in a way similar to estimating the errors of the SciBooNE CC interaction
measurement (Sec. 6.2.3). The sources of errors taken into account are (i) and (ii) in Table 6.2.

The errors are constrained by the SciBooNE CC measurement. The constrained systematic
variations of the flux and cross section uncertainties for the MiniBooNE distribution are estimated
in the following way.

First, we generate a new prediction corresponding to a systematic variation of the MiniBooNE
distribution, m′ij . Here, the prime denotes values with systematic variation. Then, the predicted
number of events, M ′j , corresponding to this systematic variation is:

M ′j =
∑

i

fim
′
ijR

SB
i , (7.6)

where RSBi is the renormalization factor, which is the same values used in the SciBooNE analysis:

RSBi =

∑(pµ,θµ)bins
j nij

∑(pµ,θµ)bins
j n′ij

. (7.7)

This renormalization factor removes the error for absolute normalization for each true neutrino
energy region. To see the meaning of Eq. (7.6) further, we rewrite this equation as:

M ′j =
∑

i

(
fim

′
ijR

MB
i × RSBi

RMB
i

)
, (7.8)
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where RMB
i is the renormalization factor for the number of MiniBooNE events, defined as:

RMB
i =

∑
jmij∑
jm
′
ij

. (7.9)

Here, one can see that the first term of Eq. (7.8), fim
′
ijR

MB
i , represents the “shape” variation

analogous to Eq. (6.4), and the second term, RSBi /RMB
i , represents the variation of the SciBooNE

to MiniBooNE ratio due to the flux and cross section uncertainties.
If we take an example of the error from MQE

A uncertainty, we set 1000 different values of MQE
A

randomly drawn from the estimated uncertainty of MQE
A , and generate the corresponding MC

expectations of n′ij and m′ij . Then, the error matrix that represents the uncertainty of MQE
A is

calculated as:

V
MQE
A

jk =
1

S

S∑

l

(M ′jl −Mj)

Mj

(M ′kl −Mk)

Mk
, (7.10)

where l denotes the index of random draws and S denotes the total number of draws.
The total SciBooNE to MiniBooNE ratio error is constructed by adding each source together:

Vfar/near = VMQE
A + Vπ+production + · · · . (7.11)

7.4.2.3 Stability errors

We also include the error due to instability of the MiniBooNE data over the time. This error is
especially important since SciBooNE data only covers a partial period of the MiniBooNE data
taking.

The following sources are taken into account.

• MiniBooNE reconstructed energy scale

• Horn current

• POT measurement

Among these, the horn current error (Vhorn) and the POT error (VPOT ) for the new data
cancel by taking the ratio with the SciBooNE data, and are included only in the old data error.
The energy scale error (VEscale) is assigned for both new and old data sets.

Hence the stability errors for the new and old data sets (Vstab(new) and Vstab(old)) are calculated
as:

Vstab(new) = VEscale, (7.12)

and
Vstab(old) = VEscale + Vhorn + VPOT . (7.13)

The followings are more details about these stability errors.

Energy scale instability The absolute energy scale of the MiniBooNE detector is continuously
monitored by using the decay electrons from the stopped muons. Figure 7.3 shows the long term
stability of the MiniBooNE reconstructed energy scale since the beginning of the MiniBooNE data
taking. We find that, although it is pretty stable, there is about 1% level drift over the entire beam
data taking period. Hence we set 1% uncertainty for the energy scale both for new and old data.

Horn current instability Figure 7.4 shows the current on the horn in the neutrino mode data
taking. We see that there is about ±1 kA fluctuation of the horn current. Hence, we set ±1 kA
horn current uncertainty for the old data prediction.
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Figure 7.3: Stability of the MiniBooNE reconstructed energy scale of the decay electrons from
the stopped muons since the beginning of the beam data taking in 2002. The top plot show the
absolute scale, and the bottom plot show the deviation from the average. The red dashed lines
indicate ±1% deviation. This plot is by C. Green and H. Ray.
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Figure 4.9: Current (kA) on the horn vs. MiniBooNE run number for neutrino mode. The

black lines denote the ± 1 kA uncertainty. Also noted are the joint SciBooNE run periods

with hashed boxes.

Figure 7.4: Stability of the horn current (kA) for the MiniBooNE neutrino mode running. The top
plot shows the current during the first neutrino-mode run with MiniBooNE only, and the bottom
plot shows that of the second neutrino-mode run with both SciBooNE and MiniBooNE. Plots are
taken from Ref. [82].



7.4. PREDICTION OF MINIBOONE EVENTS WITH THE SCIBOONE CONSTRAINTS 81

POT measurement error The number of POT is calculated by the beam current measured
by using the toroidal coils placed in the proton beam line. The uncertainty of the stability of the
toroid measurements is estimated to be 2%. Hence we set 2% pure normalization uncertainty for
the old data set.

7.4.3 Final prediction

Figure 7.5 shows the predictions of MiniBooNE reconstructed Eν for the old data after applying
the SciBooNE constraint. Figure 7.6 shows the size of the diagonal elements of the error matrices
(
√
Vii) for each reconstructed Eν bin. The flux and cross section errors become significantly smaller

by applying constraint of SciBooNE, to the same level with the MiniBooNE detector uncertainty.
The correlation coefficients of the total systematic uncertainties for each reconstructed Eν bin,

V sys
ij /

√
V sys
ii V sys

jj , are shown in Fig. 7.7.
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Figure 7.5: The distribution of the MiniBooNE reconstructed Eν after applying the SciBooNE
constraint. The total error, and contributions of the flux and cross section uncertainties and of the
MiniBooNE detector uncertainty are also shown.

Figure 7.8 shows the size of errors by the flux and cross section uncertainties. For this analysis,
the flux error becomes negligible by taking the ratio between SciBooNE and MiniBooNE. On the
other hand, the cross section uncertainty is one of the dominant sources of the systematic error,
together with the MiniBooNE detector response uncertainties. The major reason of this large cross
section uncertainties is that SciBooNE and MiniBooNE have different acceptances as a function
of the muon angle; SciBooNE has more acceptance to forward-going muons while MiniBooNE
has isotropic acceptance. Since the variation of the cross section model affect the muon angler
distributions, it changes the efficiencies at SciBooNE and MiniBooNE differently.
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Figure 7.8: The size of diagonal elements (
√
Vii) of the error matrices for the MiniBooNE recon-

structed Eν distribution by the flux (left) and the cross section (right) uncertainties. The total and
MiniBooNE detector response errors are also shown as a reference.

7.5 Test of neutrino oscillation hypothesis

7.5.1 Prediction of oscillation signal

7.5.1.1 Overview

We search for muon neutrino disappearance assuming the mixing between 2 neutrino flavors; νµ
and νx. The νµ → νx disappearance probability is given as

P (νµ → νx) = sin2 2θ sin2

(
1.27∆m2 L

E

)
, (7.14)

where θ is the mixing angle, ∆m2[eV2] is the mass splitting between 2 flavors, L[km] is the distance
traveled and E[GeV] is the neutrino energy. If we assume an oscillation with the (3+1) sterile
neutrino scheme shown in Eq. (1.26), sin2 2θ = 4|Uµ4|2(1− |Uµ4|2) and ∆m2 = ∆m2

41.
Figure 7.9 shows the expected travel distances of muon neutrinos for the selected events in

SciBooNE and MiniBooNE. The travel distance is defined as the 3D distance between the neutrino
production point and the neutrino interaction point. The distributions of the travel distances have a
width of 50 m, which corresponds to the length of the decay volume. The averaged travel distances
are ∼ 76 m and ∼ 520 m for SciBooNE and MiniBooNE, respectively. Since the 50 m width is not
negligible compared to the travel distances (∼76 m for SciBooNE, ∼520 m for MiniBooNE), we
take this effect into account by calculating the oscillation probabilities event-by-event.

Figure 7.10 show the survival probabilities at SciBooNE and MiniBooNE and the ratio for the
total number of the selected events. There is a sizable oscillation effect at SciBooNE as well as at
MiniBooNE, and hence we should consider oscillations at both of the two detectors. The oscillation
probability becomes maximum at the first oscillation peak when 1.27∆m2L/〈E〉 ∼ π/2, where 〈E〉
is the mean neutrino energy, and then it approaches to 1/2 at high ∆m2 region since the effect of
oscillation is washed out by taking the energy average.

As described in the previous section, we re-weight the MiniBooNE prediction by the rate nor-
malization factor obtained by the SciBooNE CC measurement. Hence, the expected effect of
oscillation is the ratio of the survival probability at MiniBooNE (P(MB)) divided by the survival
probability at SciBooNE (P(SB)), as shown in the bottom plot of Figure 7.10. Therefore, this
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Figure 7.9: Expected travel distances of neutrinos for the selected events at SciBooNE (left) and
MiniBooNE (right).

analysis is sensitive to the oscillation where the P(MB)/P(SB) is expected to be apart from 1,
which is 0.5 < ∆m2 < 30 eV2.

7.5.1.2 Oscillation effect at SciBooNE

Since the rate normalization factor fi is obtained by the SciBooNE measurement without assuming
the neutrino oscillation, the values of the fi should be varied depending on the oscillation parameters
(sin2 2θ and ∆m2). Ideally, such normalization factors with the oscillation effect, fi(sin

2 2θ,∆m2),
are to be obtained by performing the spectrum fit described in Sec. 6.2.1 with appropriate MC pre-
dictions with oscillation effects. However, it is technically difficult to compute fi(sin

2 2θ,∆m2) for
each oscillation parameters to be tested because of our limited computing resources. Hence, we de-
fine approximate normalization factors as a function of the oscillation parameters, Fi(sin2 2θ,∆m2),
which satisfies

fi(0, 0) · N pred
i (0, 0) = Fi(sin2 2θ,∆m2) · N pred

i (sin2 2θ,∆m2) = (Number of observed events),
(7.15)

where i is the index of the true neutrino energy regions and N pred
i (sin2 2θ,∆m2) is the expected

numbers of events in SciBooNE as a function of ∆m2 and sin2 2θ. Here, we note that fi(0, 0) and

N pred
i (0, 0) are same as fi and N pred

i defined in Sec. 6.
To test Eq. (7.15), we perform the spectrum fits with MC predictions with several oscil-

lation parameters (sin2 2θ,∆m2), by substituting npredij in Eq. (6.1) with oscillated prediction

npredij (sin2 2θ,∆m2). If the spectrum fit works perfectly, we should obtain fi(sin
2 2θ,∆m2) =

Fi(sin2 2θ,∆m2).
To see the consistency of fi(sin

2 2θ,∆m2) and Fi(sin2 2θ,∆m2), we compare

N pred
i (sin2 2θ,∆m2)

N pred
i (0, 0)

=
fi(0, 0)

Fi(sin2 2θ,∆m2)
and

fi(0, 0)

fi(sin
2 2θ,∆m2)

, (7.16)

which both represent the oscillation probability at each oscillation parameter set, as shown in
Figure 7.11. We see a fairly good agreement between fi(sin

2 2θ,∆m2) and Fi(sin2 2θ,∆m2). Hence,

we use Fi(sin2 2θ,∆m2) = fi(0, 0) · N pred
i (0, 0)/N pred

i (sin2 2θ,∆m2) to predict the oscillation effect
at SciBooNE.
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Figure 7.11: Spectrum fit results for MC predictions with various sets of oscillation pa-
rameters. The solid red lines show the input values (N pred

i (sin2 2θ,∆m2)/N pred
i (0, 0) =

fi(0, 0)/Fi(sin2 2θ,∆m2)) and the points show the fit results (fi(0, 0)/fi(sin
2 2θ,∆m2)).
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7.5.1.3 Oscillation prediction at MiniBooNE

We make the predictions of MiniBooNE by computing fi and mij in Eq. (7.1) for each set of
(sin2 2θ,∆m2).

The predictions of MiniBooNE for i-th true energy bin and j-th reconstructed energy bin,
mij(sin

2 2θ,∆m2), is produced by re-weighting the MC prediction with their oscillation probability
event-by-event. Then, using Fi(sin2 2θ,∆m2) described in the previous section, the prediction of

MiniBooNE Erecν distribution, Mpred
j (sin2 2θ,∆m2), is obtained as

Mpred
j (sin2 2θ,∆m2) =

Eνbins∑

i

Fi(sin2 2θ,∆m2) ·mij(sin
2 2θ,∆m2) (7.17)

=

Eνbins∑

i

fi(0, 0)
N pred
i (0, 0)

N pred
i (sin2 2θ,∆m2)

·mij(sin
2 2θ,∆m2). (7.18)

Figure 7.12 show the predictions of MiniBooNE reconstructed Eν for several sets of oscillation
parameters. We search for oscillation signals by testing these predictions with the MiniBooNE
measurements.
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Figure 7.12: Predictions of MiniBooNE reconstructed Eν distributions with several sets of oscil-
lation parameters. The top plot show the expected number of events and the bottom plot shows
the ratio to the null oscillation prediction. Predictions for ∆m2 =1.7, 3.4, 6.8 and 13.5 (eV2) are
shown. The value of sin2 2θ is set to 0.5 for all oscillation predictions.
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7.5.2 Definition of the χ2

We fit the MiniBooNE ERecν distribution to find the best fit parameter minimizing the χ2 value.
As described in Sec. 7.3, we have two kinds of data sets (“new” and “old” samples) with different
systematic uncertainties. Hence, we treat these two as separate samples. For the final result, we
fit both “new” and “old” data sets simultaneously. Here, we first describe the definition of the χ2

for a “new” data fit and then describe about the combined fit.

7.5.2.1 Fit for the new data

The χ2 for the new data fit is defined as:

χ2 =
16 bins∑

j,k

(
Mobs
j −Mpred

j (sin2 2θ,∆m2)

Mpred
j (sin2 2θ,∆m2)

)
V −1
jk (sin2 2θ,∆m2)

(
Mobs
k −Mpred

k (sin2 2θ,∆m2)

Mpred
k (sin2 2θ,∆m2)

)

(7.19)

where i, j denote ERecν bins, Mobs
j(k) and Mpred

j(k) (sin2 2θ,∆m2) respectively denote the observed and

the predicted number of events at each bin, and Vjk(sin
2 2θ,∆m2) represents the statistical and

systematic uncertainties. The error matrix Vjk(sin
2 2θ,∆m2) is obtained as

Vjk(sin
2 2θ,∆m2) = V

sys(new)
jk + V stat

jk (sin2 2θ,∆m2), (7.20)

where V
sys(new)
jk is the systematic uncertainty for the new data defined as

Vsys(new) = VSB + Vfar/near + Vdet + Vstab(new), (7.21)

and V stat
jk (sin2 2θ,∆m2) represents the statistical error defined as,

Vstat(sin2 2θ,∆m2) =




1

Mpred
1 (sin2 2θ,∆m2)

0

. . .

0 1

Mpred
16 (sin2 2θ,∆m2)


 . (7.22)

The χ2 for the old data fit is also obtained by substituting Vstab(new) with Vstab(old), and
changing Mobs

j(k) and Mpred
j(k) (sin2 2θ,∆m2) appropriately.

7.5.2.2 New and old data combined fit

Then, we fit the new and old data sets simultaneously. The χ2 for the combined fit is defined as

χ2 =
(

∆Mcombined
)T ( Vsys(new) + Vstat(new) Vcor

(Vcor)T Vsys(old) + Vstat(old)

)−1

∆Mcombined, (7.23)

where, ∆Mcombined is

∆Mcombined =




(M
obs(new)
1 −Mpred(new)

1 )/M
pred(new)
1

...

(M
obs(new)
16 −Mpred(new)

16 )/M
pred(new)
16

(M
obs(old)
1 −Mpred(old)

1 )/M
pred(old)
1

...

(M
obs(old)
16 −Mpred(old)

16 )/M
pred(old)
16




. (7.24)
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In this equation, Vsys(new) and Vsys(old) represent systematic uncertainties for new and old data cal-
culated by Eq. (7.21), and Vstat(new) and Vstat(old) are statistical uncertainties defined by Eq. (7.22).
We assume that all uncertainties except for the data stability and statistical uncertainties are 100%
correlated between the new and old data sets. Hence, the correlation term, Vcor, is calculated as

Vcor = VSB + Vfar/near + Vdet, (7.25)

which is the all systematic uncertainties except for the stability error defined in Sec. 7.4.2.

7.5.3 Confidence level determination

We compute the confidence level (C.L.) of the oscillation hypotheses by ∆χ2(sin2 2θ,∆m2) =
χ2(sin2 2θ,∆m2) − χ2(best) values, where χ2(sin2 2θ,∆m2) is the χ2 at the oscillation prediction
being tested, and χ2(best) is the smallest χ2 value in the (sin2 2θ,∆m2) plane. Then, an allowed
region can be defined by a single number, ∆χ2

c(sin
2 2θ,∆m2), as

∆χ2(sin2 2θ,∆m2) < ∆χ2
c(sin

2 2θ,∆m2). (7.26)

Assuming that the probability density function is a two-dimensional Gaussian shape on the (sin2 2θ,∆m2)
plane, the constant value of ∆χ2

c is 4.61 for 90% C.L.
However, this assumption is not applicable in this analysis because of the sinusoidal nature of the

oscillation function (Eq. (7.14)). This is especially true in the case that no significant oscillation
signal is observed, and an allowed region spans for wide range of ∆m2 region1. Hence, we use
Feldman-Cousins’ method [109] to obtain the confidence level at each oscillation parameter point
(sin2 2θ,∆m2). In this method, 1000 “fake-data” predictions are formed, using random draws of the
statistical and systematic uncertainties with oscillation hypothesis of (sin2 2θ,∆m2). Figure 7.13
show the some example of the fits to the fake data sets with null oscillation for the “new” data set.
The χ2 values for the null and best fit oscillation points are shown in Figure 7.14. The mean of the
reduced χ2 for null oscillation is 15.83/(16 DOF) and is consistent to 1, which verifies the variation
of fake data sets.

Then, we obtain the distribution of ∆χ2 = χ2(0, 0)−χ2(best) as shown in Figure 7.15, by which
we can calculate the probability density function of the χ2, P (∆χ2). The ∆χ2 value corresponds
to 90% CL (∆χ2

90) is obtained from the relation:

∫ ∆χ2
90

0 P (x)dx∫∞
0 P (x)dx

= 0.9. (7.27)

We repeat this process for each set of (sin2 2θ,∆m2) true oscillation parameter being tested.
Then, we obtain the ∆χ2 values required to allow or exclude the oscillation hypothesis by 90% C.L.
(∆χ2

90) at each (sin2 2θ,∆m2) value. The values of ∆χ2
90 at each oscillation parameter are shown

in Fig. 7.16.

7.6 Sensitivity

The sensitivity is defined as the average of limits obtained from fake experiments with null oscilla-
tion. Figure 7.17 shows the 90% CL. sensitivity for the νµ disappearance. The expected ±1σ band,
which is defined as the region contain the 67% of limits from fake experiments, is also shown in the
plot. Sensitivities for 95% and 99% C.L. are also shown in Figure 7.18. The expected sensitivity
is improved from the MiniBooNE only νµ disappearance result, since the flux and cross section
uncertainties have been substantially reduced by the SciBooNE measurements. We achieved the
world best sensitivity for the νµ disappearance at 0.5 < ∆m2 < 30(eV2).

1In Feldman-Cousins’ paper [109]: For high values of ∆m2 fluctuations can cause a global minimum in a “wrong”
trough of the function, increasing the value of ∆χ2 from what it would be if there were only one trough.
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Figure 7.13: Examples of fits to the fake data sets randomly drown from the total systematic
and statistical uncertainties for the new data. The shaded region show the MC prediction with the
systematic uncertainty. The points show the fake data and the blue curves show the best fit to the
fake data.
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7.7 Result and discussions

7.7.1 νµ disappearance search result

Figure 7.19 shows the MiniBooNE data distribution compared with the MC prediction with the
null, best fit, and several other parameter sets. We find the best fit point at (sin2 2θ,∆m2) =
(0.51, 41.7) with χ2(best) = 35.6/30(DOF ). The χ2 value for the null oscillation prediction is
χ2(null) = 41.5/32(DOF ). The value of ∆χ2 = χ2(0, 0)− χ2(best) is 5.9, while the ∆χ2 value for
the 90% confidence level at null oscillation point, ∆χ2

90(0, 0), is estimated to be 8.41. Hence, the
observed best fit point is consistent with the null oscillation hypothesis at 90% C.L., and we found
no significant oscillation signal. Although there is a data deficit, the best fit oscillation doesn’t well
reproduce ERecν distribution and the data-MC difference is covered by the systematic uncertainty.
Therefore, the significance is small.

Figure 7.20 show the obtained 90% CL limit in the (sin2 2θ,∆m2) plane, compared with the
sensitivity and other previous measurements. The same plot with logarithm sin2 2θ scale is shown
in Figure 7.21. The limits for other confidence levels are shown in Figure 7.22. In this figure, the
best fit point, and the four oscillation parameter points shown in Figure 7.19 are also shown.

In general, the obtained 90% C.L. limit is consistent with the expected ±1σ sensitivity region,
which also indicates the observed data is consistent with the null oscillation hypothesis. At 10 <
∆m2 < 30 (eV2), we set the world best limit for the νµ disappearance. Hence, this is the strongest
constraint for the sterile neutrino mixing at this ∆m2 region. This result can also constrain the
parameter spaces for (3+2) sterile neutrino model [27–31], and many other exotic scenarios [40–42].

At the low ∆m2 region below 3.0 eV2, the limits are worse than the sensitivity. This is because
we observed a data deficit similar to the oscillation signal with these ∆m2 values at low ERecν

region, as shown in Figure 7.19. However, as described before, this data deficit is covered by the
current systematic uncertainties and also the prediction doesn’t reproduce the data for the entire
ERecν region. Hence, significance of the oscillation hypothesis is small.

7.7.2 Possible improvements

To improve the sensitivity further and to understand the observed data deficit, the reduction of the
systematic errors is essential. As shown in Figure 7.8, the dominant errors of this νµ disappearance
analysis come from the uncertainties of the neutrino interaction cross sections and the MiniBooNE
detector responses. With further understanding of the neutrino-nucleus interaction cross sections
by the SciBooNE measurements and future experiments, will can reduce these errors and achieve
higher sensitivity.

7.7.3 Muon anti-neutrino disappearance

Although it is not the topic of this thesis, searching for muon anti-neutrino dieappearance is also an
important subject. If there is some mechanism which violates CP or CPT invariance, P (να → νβ)
is different from P (ν̄α → ν̄β). This possibility become particularly interesting since MiniBooNE
observed an event excess in the ν̄µ → ν̄e search [26] while they find null oscillation signal in the
νµ → νe search [24, 25]. Hence, it is increasingly important to test neutrino and anti-neutrino
oscillation independently.

If we take anti neutrino results only, there is no short-baseline νµ disappearance measurement
sensitive to ∆m2 ∼ 1eV2, except for the recent MiniBooNE only measurement [44]. Also, as
shown in Figure 1.6 a global (3+1) sterile neutrino fit anti-neutrino data only suggests a significant
(sin2 2θ > 0.2) short-baseline ν̄µ disappearance [29, 45]. This further motivate to search for ν̄µ
disappearance in this region.

As mentioned in Sec. 3.2, we also took beam data in anti-neutrino mode both at SciBooNE
and at MiniBooNE. A SciBooNE-MiniBooNE joint ν̄ disappearance analysis is now in progress.
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Figure 7.19: The distributions of the reconstructed Eν for the MiniBooNE old (left) and new
(right) data compared with the MC predictions. The top panels show the number of events and
the bottom plots shows the ratio to the MC prediction with null oscillation. The prediction of the
best fit (sin2 2θ,∆m2) and several other parameter sets are also shown in the bottom panels.
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Figure 7.20: The 90% CL limit for the data fit. Oscillation parameters at the right-hand side of
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the MiniBooNE-only 90% CL sensitivity. The 90% CL limits from CDHS [36] and CCFR [35]
experiments are also shown.
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The event selection, fit method and the error analysis developed for this νµ disappearance analysis
are directly applicable for the ν̄µ analysis as well. In addition, it is important to constrain the
contamination of “wrong-sign” (neutrino) backgrounds, which is expected to be more than 30% in
anti-neutrino mode, as shown in Figure 7.23. The limit from this νµ disappearance search provides
an essential information for anti-neutrino disappearance analysis, by constraining the oscillation
effect of the “wrong-sign” events. Then, we will achieve a higher sensitivity than the previous ν̄µ
disappearances search.

Figure 4.1: Expected energy spectra for right-sign and wrong-sign neutrino events
(cross-section weighted) in antineutrino (left) and neutrino (right) modes for the on-
axis (A) SciBar detector location. In each plot, the wrong sign events are shown with
the cross-hatched histogram.

to have two tracks (one each from the muon and proton) while antineutrino inter-
actions are expected to have only one track (from the muon). Figure 4.2 shows the
reconstructed energy distributions for QE events passing one and two track selection
in the SciBar detector. These plots were made with the full analysis cuts developed
for the SciBar CC QE analysis using K2K neutrino beam data. Assuming a 1.5×1020

POT antineutrino run on-axis, the one track requirement yields a sample of ∼ 20, 000
events, of which 59% are ν̄µ QE interactions, 10% are CC 1π backgrounds, and 29%
are νµ QE wrong-sign backgrounds. Further requiring less than 10 MeV deposited in
the vertex strips reduces the sample to ∼10,000 events, but with only 7% WS back-
ground events total. This sample provides a direct measurement of the antineutrino
spectrum that is impossible with MiniBooNE tank data alone.

On the other hand, requiring two tracks in the event isolates a sample of ∼ 1, 400
events that is 80% pure νµ QE wrong-sign backgrounds. Applying the converse vertex
activity cut yields a sample of ∼900 events that are 80% pure WS. This yields a
direct measurement of the energy spectrum of the neutrino background (Figure 4.2
right panel) superior to that achievable with MiniBooNE alone. Using the angular
distributions of the outgoing muons from CC QE events, MiniBooNE expects to
constrain the WS background to 7% uncertainty for their full 2006 data run [2], with
no information about energy dependence. By splitting the event sample into energy
bins, the energy dependence of the WS contamination can be extracted as a function
of energy. Using four energy bins between 0 and 1.5 GeV, MiniBooNE can extract the
WS content with ∼15% uncertainty in each energy bin. Using the two track sample,
SciBar can extract the WS content with 15% statistical uncertainty in 100 MeV bins
up to 1.5 GeV, a marked improvement over the MiniBooNE-only constraint.

In this way, SciBar can provide a superior constraint on the energy spectrum of
wrong-sign background events in antineutrino running at MiniBooNE. Combining
this spectral constraint with measurements of the overall wrong-sign rate obtained
in the MiniBooNE detector will lend further confidence and precision to MiniBooNE

36

Figure 7.23: Expected neutrino energy spectrum for right-sign and wrong-sing neutrino events
(after applying cross-section) in anti-neutrino (left) and neutrino (right) mode running. The wrong
sign events are shown with the hatched histograms. Plots are taken from Ref. [46].

7.8 Summary

In summary, we presented an improved search for muon neutrino disappearance at the Fermilab
Booster Neutrino Beam, by using the SciBooNE measurement to improve the uncertainties of the
neutrino flux and cross section, while the previous measurements by MiniBooNE only are limited
by those flux and cross section uncertainties. We developed a method to constrain the MiniBooNE
distribution using the result of CC interaction measurements at SciBooNE (Sec. 6), and produced
a reliable prediction of the MiniBooNE distribution with smaller systematic uncertainties. We
succeeded to reduce the systematic errors of flux and cross section uncertainties to the same level
of the MiniBooNE detector uncertainties. The resulting sensitivity supersedes the previous result,
and we achieved the world best sensitivity for the νµ disappearance at 0.5 < ∆m2 < 30 (eV2).

Comparing the prediction with the observation, we found no significant oscillation signal, and
set an upper limit in the (sin2 2θ,∆m2) plane. At 10 < ∆m2 < 30 (eV2), we set the world best
limit for the νµ disappearance. Hence, this is the strongest constraint for the sterile neutrino mixing
at this ∆m2 region. This result can also constrain the parameter spaces for (3+2) sterile neutrino
model [27–31], and many other exotic scenarios [40–42]. At the low ∆m2 region below 3.0 eV2, the
limits are worse than the sensitivity because of the deficit of events compared to the MC prediction.

To improve the sensitivity further, reductions of the cross section and MiniBooNE detector
uncertainties are essential. With further understanding of the neutrino-nucleus interaction cross
sections by the SciBooNE measurements and future experiments, we will be able to reduce these
errors and achieve higher sensitivity. There is also a proposal for a second MiniBooNE-type detector
on the BNB [110], which will cancel the detector uncertainty as well.

Finally, a SciBooNE-MiniBooNE joint muon anti-neutrino disappearance analysis is also ongo-
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ing. The methods developed for this νµ disappearance analysis are directly applicable for the ν̄µ
analysis as well. Also this result can be used to constrain the wrong-sign events in anti-neutrino
mode. Then, we will achieve a higher sensitivity than the previous ν̄µ disappearances search [44].
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Chapter 8

Conclusions

In this thesis, we reported on a measurement of muon neutrino charged current inclusive interactions
on carbon in the few GeV region, using the Fermilab Booster Neutrino Beam.

We collected high-statistics CC interaction sample at SciBooNE, and extracted energy depen-
dent inclusive charged current interaction rates and cross sections for a wide energy range from
0.25 GeV to ∼3 GeV. We measure the interaction rates with 6-15% precision, and the cross sections
with 10-30% precision. We also made an energy integrated measurements, with the precisions of
3% for the rate, and 8% for the cross section measurements. This is the first measurement of the
CC inclusive cross section on carbon around 1 GeV. The results have following three impacts.

First, these cross section results are essential inputs for the current and future neutrino oscilla-
tion experiments which uses neutrino beam around 1 GeV, such as MiniBooNE, T2K and NOνA.
This inclusive interaction measurement is nearly free from effects of hadron re-interactions in the
nucleus, and hence it is complementary to other exclusive cross section measurements. The another
unique feature of this measurement is that the result covers a wide energy range from 0.25 GeV to
∼3 GeV. Hence, this is a essential measurement to test the consistency between recent MiniBooNE
measurements below 2 GeV and the higher energy measurements by NOMAD and MINOS above
∼3 GeV.

For neutrino interaction simulation, we use the two simulators, NEUT and NUANCE, which are
both commonly used in recent neutrino oscillation experiments. We made a detailed comparison
of these simulators with our measurements, and described the difference with these. This directly
helps tuning the cross section models in each simulators, and therefor help reducing cross section
uncertainties for the future oscillation measurements, such as T2K.

Second, this analysis provides the normalization for SciBooNE’s previous cross section ratio
measurements [68–70], which are important to understand the backgrounds for νµ disappearance
and νe appearance measurements. We extracted CC interaction cross sections with the same defi-
nition used in the previous analyses, and computed the absolute cross sections of these interaction
modes. Then, precise comparison with various cross section models become possible, and again, it
will help MiniBooNE, T2K and NOνA.

Third, the result of the rate measurement is used to constrain the product of the neutrino flux
and the cross section for MiniBooNE. We conducted a search for short-baseline muon neutrino
disappearance using data both from SciBooNE and MiniBooNE, to test a possible neutrino oscil-
lation with sterile neutrinos which suggested by the LSND experiment. With this constraint by
SciBooNE, we significantly reduced the flux and the cross section uncertainties at MiniBooNE, and
achieved the world best sensitivity for the νµ disappearance at 0.5 < ∆m2 < 30 (eV2). We found
no significant oscillation signal, and set one the world strongest limits at 10 < ∆m2 < 30 (eV2),
which further constrain the sterile neutrino models.

For this oscillation analysis, the dominant systematic uncertainties are the cross section and the
MiniBooNE detector uncertainties. Hence, to improve the sensitivity further, reductions of these
errors are essential. With further precise measurements of the neutrino-nucleus interaction cross
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sections by SciBooNE and other future experiments, we will be able to reduce these errors and
achieve higher sensitivity.

Finally, a SciBooNE-MiniBooNE joint muon anti-neutrino disappearance analysis is also ongo-
ing. The methods developed for this νµ disappearance analysis are directly applicable for the ν̄µ
analysis as well. Also this result can be used to constrain the wrong-sign events in anti-neutrino
mode. Then, we will achieve a higher sensitivity than the previous ν̄µ disappearances search [44].
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Appendix A

Study of the spectrum fit methods

A.1 Choice of samples and binning

A.1.1 Energy resolution

We reconstruct neutrino spectrum using muon kinematics only. Therefore, the neutrino energy
resolutions are determined by two sources: (1) resolutions of the muon momentum and angle, and
(2) contamination of different interaction modes.

The resolutions of muon momentum and angle are shown in Sec. 5.1.4. Here we discuss the
effect of the source (2).

Since the dominant CC interaction mode is CCQE in our energy region, we discuss the effect
of contamination of different interaction modes by comparing true Eν and EQEν .

Figure A.1 shows the difference of Eν and EQEν from MRD-stopped sample for each true Eν
regions. We can see that as the energy increases, the QE contamination decreases. There are 2
reasons which explain this effect. First, the cross section ratio of CCQE/CC-inclusive decreases as
energy increases. Second, given the same energy neutrino, muons from CCQE interaction tend to
have larger momentum than any other CC interaction. Since these muons are less likely to stop in
the MRD, we loose acceptance for CCQE event from high energy neutrinos.

Figure A.2 is showing the mean reconstructed neutrino energy and its spread as a function of
the true energy. We basically loose the neutrino energy resolution at Eν >∼ 1.3 GeV for MRD-
stopped sample. Hence, the additional information from the MRD-penetrated events can help
understanding the spectrum at the high energy region.

A.1.2 Acceptance comparison to MiniBooNE

Figures A.3, A.4 and A.5 shows the distributions of true muon kinematics and neutrino energy of
the accepted events at SciBooNE and MiniBooNE.

We can see the SciBar-stopped + MRD-stopped sample gives us similar muon momentum
acceptance to MiniBooNE. On the other hand, MRD-stopped and MRD-penetrated samples have
biased acceptance to forward going muons, since we require muon to be reached to MRD.

In terms of neutrino energy, the sum of SciBar-stopped and MRD-stopped samples provides
similar coverage to MiniBooNE, and the acceptance of MRD-penetrated sample tend to have higher
energy than MiniBooNE sample.

A.1.3 Sample and binning

To summarize the discussion above, the sum of SciBar-stopped and MRD-stopped sample provide
most similar acceptance to MiniBooNE. However, MRD-stopped sample has very poor energy res-
olution at the Eν >∼ 1.3 GeV. This situation is expected be improved by adding MRD-penetrated
sample, which provides the flux at the highest energy region.
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Figure A.1: Neutrino energy resolutions for each true Eν regions for MRD-stopped events.
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Thus we adopt all these samples simultaneously (SciBar-stopped, MRD-stopped and MRD-
penetrated samples), with the binning shown in the Table A.1.

In this table, fi(i = 0, 1, 2 · · · ) represents the scale factor for each Eν region. We fit these
parameters to minimize the χ2 between data and MC.

Table A.1: Scale factor for the spectrum fit

Parameter f0 f1 f2 f3 f4 f5

Eν range (GeV) 0 - 0.5 0.5 - 0.75 0.75 - 1.0 1.0 - 1.25 1.25 - 1.75 1.75 -

A.2 Comparison of χ2 definitions

We consider two definitions of the χ2 for the spectrum fitting: Log likelihood ratio and the Pearson’s
χ2.

In this section, we first describe about these two definitions, and then discuss the choice of the
χ2.

A.2.1 Likelihood ratio

In the case of no systematic uncertainty present, the probability density function obeys Poisson

distribution: P (N,µ) = µNe−µ

N ! , where N is the number of event observed, and µ is the expected
number of event.

Using this function, the χ2 is written as:

χ2 = −2

Nbin(Pµ,θµ)∑

i

ln

[
P (Ndata

i ;NMC
i )

P (Ndata
i ;Ndata

i )

]
. (A.1)

Then, we add systematic uncertainty. The systematic uncertainties are estimated bin-by-bin
with their correlations. To incorporate this systematic error, we re-define the likelihood function
as the convolution of Poisson and multivariate Gaussian distribution:

P (~n; ~µ;V ) =
1

(2π)n/2
√
|V |

∫ ∞

0

Nbin∏

i

dxi
xnii e

−xi

ni!
exp

[
−1

2
(xj − µj)V −1

jk (xk − µk)
]

(A.2)

Here V denotes the bin-by-bin error matrix with the dimension of Nbins×Nbins.
To calculate the above integration, we use Monte Carlo integration technique. Here, the likeli-

hood function is calculated as:

P (~n; ~µ;V ) =
1

Ndraws

Ndraws∑

i

P (~n; ~xi), where P (~n; ~xi) =
Nbin∏

j

x
nj
ij e
−xij

nj !
. (A.3)

In this equation, ~xi is the i-th random draw of the expected number of event at each Pµ vs. θµ
bins, obtained by the error matrix V and the central value ~µ. We use 1000 random draws for this
integration. The detail of the systematic uncertainties are described in the next section.

Using this likelihood function, we rewrite the definition of χ2 to:

χ2 = −2 ln

[
P (~n; ~µ;V )

P (~n;~n;V )

]
(A.4)
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A.2.2 Pearson’s χ2

The other candidate is Pearson’s χ2. In this case, the χ2 is defined as:

χ2 =
Nbins∑

i,j

(ni − µi)(Vsys + Vstat)
−1
ij (nj − µj) (A.5)

where Vsys is the same error matrix used for the likelihood method. Vstat is defined as:

Vstat =




n1 0
n2

. . .

0 nNbins


 . (A.6)

This method is less accurate compared to the likelihood method since we assume all systematic
and statistical fluctuations are Gaussian around the predation µ. However, the fit process is a lot
simpler and stabler compare to the likelihood method using Monte Carlo integration.

A.2.3 Comparison between the two methods

We compare the two method by performing fits with statistical errors only. This way, we remove
the uncertainties come from MC integration method and can see pure difference between Poisson
and Gaussian assumptions.

Figure A.6 shows the fit results of the two methods. The parameters and their correlation coeffi-
cients for Poisson and Gaussian statistical errors are shown in the Tables A.2 and A.3, respectively.
Here we can see the two fits give essentially same results, and it is safe to use Gaussian instead of
Poisson distribution for the statistical error.

 (GeV)
ν

E
0 0.5 1 1.5 2 2.5

S
c
a

le
 F

a
c
to

r

0

0.5

1

1.5

2

2.5
Poisson

Gaussian

Figure A.6: Spectrum fit results with statis-
tical errors only. The black points shows the
fit results by Poisson log likelihood method de-
scribed in the Section A.2.1. The red points
shows the fit results by the Pearson’s χ2 with
Gaussian statistical error, described in the Sec-
tion A.2.2.

For the Poisson Likelihood method, we need huge number of MC random draws to make an
accurate expectation of the integral for systematic uncertainty. We found that the number of
random draws are beyond what can be produced with the current computing power. Thus, we
choose the error matrix method with Gaussian statistical error for the spectrum fitting.
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Table A.2: Best fit values and their error of the fit by the Poisson log likelihood method with
statistic errors only. The binning used is the case B. The bottom half shows the correlation
coefficients for each parameters.

f0 f1 f2 f3 f4 f5

Best fit 1.475 1.340 1.170 1.319 1.336 0.812
Error 0.132 0.066 0.059 0.069 0.059 0.058

f0 1.0000 -0.5155 -0.0078 0.0420 -0.0179 -0.0185
f1 -0.5155 1.0000 -0.4737 0.0362 -0.0042 -0.0223
f2 -0.0078 -0.4737 1.0000 -0.5818 0.1570 -0.1089
f3 0.0420 0.0362 -0.5818 1.0000 -0.6144 0.2553
f4 -0.0179 -0.0042 0.1570 -0.6144 1.0000 -0.6130
f5 -0.0185 -0.0223 -0.1089 0.2553 -0.6130 1.0000

Table A.3: Best fit values and their error of the fit by the Pearson’s χ2 with Gaussian statistical
errors only. The binning used is the case B. The bottom half shows the correlation coefficients for
each parameters.

f0 f1 f2 f3 f4 f5

Best fit 1.467 1.342 1.180 1.324 1.341 0.829
Error 0.132 0.067 0.059 0.068 0.060 0.058

f0 1.0000 -0.5302 0.0077 0.0396 -0.0178 -0.0172
f1 -0.5302 1.0000 -0.4846 0.0366 0.0017 -0.0227
f2 0.0077 -0.4846 1.0000 -0.5706 0.1474 -0.1072
f3 0.0396 0.0366 -0.5706 1.0000 -0.6201 0.2695
f4 -0.0178 0.0017 0.1474 -0.6201 1.0000 -0.6265
f5 -0.0172 -0.0227 -0.1072 0.2695 -0.6265 1.0000
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Appendix B

CC single π production Q2 shape
measurement

B.1 Sample to fit

We found data-MC discrepancy at low-Q2 region for CC-1π enriched sample. To evaluate the size
of the discrepancy, we fit the Q2 distributions from SciBar-stopped and MRD-stopped samples.

First, each sample is subdivided into three sub-samples: 1 track, µ+ p and µ+π samples. each
sub-sample is defined as:

1 track: no additional tracks from the vertex.

µ+ p: 1 additional track from the vertex with MuCL < 0.05.

µ+ π: 1 additional track from the vertex with MuCL > 0.05.

Then, we reconstruct Q2 assuming ∆(1232) mass (Q2
∆). Figure B.1 shows the resolution of Q2

∆

for SciBar-stopped and MRD-stopped samples. We can see Q2
∆ is a good estimate of true Q2 value

for CC-resonant π interaction.
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Figure B.1: Difference of Q2
∆ and true Q2 values from SciBar-stopped (left) and MRD-stopped

(right) samples.
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Figures B.2 and B.3 show the distributions of Q2
∆ for each sample before fitting. We fit these

6 distributions simultaneously to extract Q2 dependence of data-MC discrepancy for CC-1π pro-
duction.
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Figure B.2: Reconstructed Q2
∆ distributions for 1 track (left), µ + p (center), and µ + π (right)

samples from SciBar-stopped events.
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Figure B.3: Reconstructed Q2
∆ distributions for 1 track (left), µ + p (center), and µ + π (right)

samples from MRD-stopped events.

B.2 Fit method and result

Since the significant data-MC discrepancy is present at Q2
∆ < 0.2 GeV , we assume the correction

function to be:

P1π =

{
A1π ×Q2

(∆) +B1π (Q2
(∆) ≤ 0.2 GeV )

1 (Q2
(∆) > 0.2 GeV )

. (B.1)

Including these correction factors (A1π, B1π), the following 6 parameters are used for the fitting.:

A1π, B1π: Correction factor for CC resonant 1 π production.a

PCoh−π: Scale factor for CC coherent π production.

Pnorm: Overall normalization factor.

PQE/non−QE: Migration factor between QE and non-QE events.

P1trk/2trk: Migration factor between 1 track and 2 track samples.
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We fit these parameters with the statistical errors only. The χ2 is the ratio of the Poisson log
likelihood defined as

χ2 = −2

Nbins∑

i

ln

[
P (Ndata

i ;NMC
i )

P (Ndata
i ;Ndata

i )

]
, where P(N, µ) =

µNe−µ

N!
(B.2)

Table B.1 shows best fit value of the parameters.

Table B.1: Best fit values of the CC-1π Q2 fitting.

Parameter A1π B1π PCoh−π Pnorm PQE/non−QE P1trk/2trk

Best fit 2.14 0.43 0.56 1.24 0.88 1.31

Although these factors are obtained as a function of Q2
(∆), we apply these factor as a function of

true Q2. Figures B.4 and B.5 are the Q2
(∆) distribution after applying these scale factors. We can

see the obtained scale factor as a function of true Q2 still well describing the data-MC discrepancy
at low Q2.
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Figure B.4: Reconstructed Q2
∆ distributions for 1 track (left), µ + p (center), and µ + π (right)

samples from SciBar-stopped events, after the fitting.
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Figure B.5: Reconstructed Q2
∆ distributions for 1 track (left), µ + p (center), and µ + π (right)

samples from MRD-stopped events, after the fitting.

Then, another assumption is that the effect of Pnorm, PQE/non−QE and P1trk/2trk are already
covered by the current systematic error for flux, MA and FSI errors. Hence, only the effect from
PCoh−π, A1π and B1π are taken into account for the systematic uncertainty for the spectrum fitting
(and near to far extrapolation).
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B.3 Comparison to the correction factor obtained from MiniBooNE
data

Finally we check the consistency of the CC-1π correction factor with the one obtained from Mini-
BooNE data.

Figure B.6 is the reconstructed Q2
QE of MiniBooNE CC-1π event. Both SciBooNE- and

MiniBooNE-based corrections are overlaid in the plot. We confirm that the behaviour at low-
Q2 (Q2 < 0.2 GeV) is very similar. Although there is a little discrepancy between two corrections,
that effect is presumably covered by the MA and FSI uncertainties.

Then, we use SciBooNE-based correction on both MiniBooNE and SciBooNE for the oscillation
analysis.

Thu Oct  8 14:31:46 2009

 (CCQE Rec.) (GeV)
2

Q

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
0

1000

2000

3000

4000

5000

6000

7000

8000

9000
Defalut MC

 weight
2

SB Q

 weight
2

MB Q

hmb_q2_reco_1pi

 (CCQE Rec.) (GeV)
2

Q

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

hmb_q2_reco_1pi
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Appendix C

Simulation and event reconstruction
in MiniBooNE

C.1 MiniBooNE detector simulation

Propagation of final state particles emerging from the target nucleus in the MiniBooNE detector
are simulated by a GEANT3 [111] framework. In this simulation, photons are generated through
Cherenkov radiation and scintillation, and propagated until they hit PMTs. The responses of PMT
and DAQ electronics are simulated separately.

For simulating of hadronic interactions, we use GCALOR [112] package, which reproduce pion
absorptions and charge exchange processes well, instead of GFLUKA [113] model which imple-
mented as the default package in GENAT3. The differences of two codes are used to estimate the
systematic uncertainties.

Propagation of photons through the oil are simulated using a custom model tuned with a
combination of external measurements and calibration data. Figure C.1 shows the rates of optical
photon processes as a function of wavelength. The reflections of photons at the tank walls in both
the main tank and veto regions are also implemented into the simulation.

A detailed description of MiniBooNE detector simulation is available in Ref. [108].

C.1.1 MiniBooNE detector response error

For the MiniBooNE detector response error, following sources are taken into account:

• PMT efficiency

• Reflections in the tank

• Oil optical properties

• Electronics model

• Nuclear effects in the detector

Among these, the largest contribution to the detector error is from the optical properties of the
oil, which includes uncertainties of attenuation length, Rayleigh/Raman scattering, refractive index,
scintillation yields, fluorescence yields. We introduce 39 parameters to describe these effects, and
estimate the uncertainties of these parameters. Then, the errors of these parameters are propagated
to the MiniBooNE reconstructed Eν distribution.

As for the nuclear effects in the detector, we include uncertainties of π absorption and charge
exchange cross sections. The size of uncertainties are set to 35% and 50% for π absorption and
charge exchange cross sections, respectively.
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Figure C.1: Rates of optical photon processes in the Marcol 7 oil used in MiniBooNE. The total
extinction was measured in a 10 cm cell at FNAL. The extrapolated extinction curve is obtained
using the calibration data by laser flask and Michel electrons. The rates of fluorescence and Rayleigh
scattering are also shown. This plot is taken from Ref. [108]

We form a error matrix for the MiniBooNE detector response uncertainty (Vdet) by adding
these sources together. More detailed descriptions about the MiniBooNE detector response errors
can be found elsewhere [82, 108].

C.2 Selection of beam-induced events

To select neutrino interaction in MiniBooNE detector, we first define “subevents” defined as clusters
of PMT hits separated in time. Specifically, more than 10 PMT hits need to occur with no more
than 10 ns between consecutive hits to be categorized as a subevent.

Figure C.2 shows the time window for all events in MiniBooNE. The beam time window is
centered on ∼ 5000 ns and we can clearly see the beam-induced events clustered there. Outside the
beam window, we can see a flat rate due to cosmic ray induced events, with additional exponential
decay structure within the beam window and trailing the beam window which caused by electrons
from muon decay. To remove the decay electron events, we require the reconstructed a minimal
energy is required, as electrons from muon decay all have energy less than 52.3 MeV. By requiring
enough tank hits (> 200 main tubes fired) and the exponential structure (and the electrons) vanish.
If additionally the events are required to be contained with minimal activity in the veto (< 6 veto
tubes fired), then rightmost plot in Fig. C.2 shows a flat distribution of neutrino candidate events
in only the beam window.

These “precuts” (main tank hits < 200 and veto hits < 6) select only neutrino induced inter-
actions caused by the beam, and are applied for all further discussions of selection.
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Figure C.2: Average time (ns) of the first subevent for all events in MiniBooNE. Left: No
selection is applied. Middle: A minimal energy threshold is required (main tank hits > 200).
Right: Containment is also required with minimal activity in the veto (veto hits < 6). Plots taken
from Ref. [80].

C.3 Track reconstruction

An example of a muon event is shown in Figure C.3.
A single particle track can be characterized by the following parameters:

• position (x, y, z)

• direction (ux, uy, uz)

• kinetic energy (E)

• time (T )

We reconstruct these parameters using the charge (qi) and timing (ti) information obtained
from the all 1280 PMTs, where i is an index of PMT. Using these quantities, we form a likelihood
function for the parameter set, ~α = (x, y, z, ux, uy, uz, E, T ), as:

L(~α) =
1280∏

i=1

P (qi|~α)P (ti|~α), (C.1)

where P (qi|~α) is the probability of measuring a charge qi at PMT i for a track with parameters
~α, and P (ti|~α) is the same for the measured time ti. The parameter set, ~α, is determined by
minimizing the negative log likelihood function defined as:

− log(L(~α)) = −
1280∑

i=1

log(P (qi|~α))−
1280∑

i=1

log(P (ti|~α)). (C.2)

Figure C.4 compares true muon variables to reconstructed ones in a series of profile histograms.
In this fit, we assume that Cherenkov lights are emitted from a point source, although, in the
reality, the emission points are distributed along the tracks. Even though, we can see that this
reconstruction method models muons acceptably and behaves similarly for data and prediction.
This method has since been improved [114], but is not used for the work in this thesis. A more
detail about the likelihood function and the fit method can be found elsewhere [114, 115].
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Figure 3.11: A typical muon event in MiniBooNE. The white frame represents the inner

tank surface. Color indicates time (red→ blue is early to late time, and size of the spheres

represents the amount of charge deposited.

example of a muon in MiniBooNE is shown in Fig. 3.11. The conical Cherenkov light will

show up as a series of “rings” on the inside of a spherical tank; the charge measured by

the PMTs corresponds to the charge of the particle.

Incoming cosmic ray muons provide a natural calibration source for understanding

muons on the detector. A two-plane scintillator tracker sits above the tank and provides

directional information on muons entering the tank, as shown in Fig. 3.12. The angular

resolution of the tracker is∼ 1.9o. Deployed throughout the tank are six sealed scintillator

cubes read out by an optical fiber leading to a 1” PMT. When a muon decays in a cube, the

resulting decay electron will provide light in the scintillation cube. The combination of

the tracker and the scintillation cubes provide the trajectory of the muon and the distance

traveled in the tank. As muons are minimum ionizing particles, the energy of muons in

themineral oil can be calibrated from the∼ 100 events permonth which stop in the cubes.

Data from the muon tracker and cubes are compared to the result of the muon track fitter

in Fig. 3.13, which shows linearity as well as consistency between prediction and data.

Fig. 3.14 shows, for a particular range in muon energy, the angular resolution (∼ 4o) for

the fitter using tracker data. The specifics of the muon fitter are discussed in more detail

under Section 5.2.2.

Figure C.3: A typical muon event in MiniBooNE. The white frame represents the inner tank
surface. Color indicates time (red → blue is early to late time), and size of the spheres represents
the amount of charge deposited.

C.4 Event selection in MiniBooNE

In this analysis, we select CCQE-enriched sample. A signal of muon track contained in the tank
(the first subevent) is usually followed by another subevent due to its decay electron (the second
subevent) as shown in Fig. C.5. Figure C.6 shows the timing distribution of a typical CCQE
candidate event. The CCQE event sample is selected by identifying these two subevents, with the
same criteria as were used for the measurement of quasi-elastic scattering on carbon [48] and the
MiniBooNE-only νµ disappearance analysis [44]. We require exactly two subevents are required
(the muon and the decay electron). To reject cosmic ray interactions, both subevents are required
to have less than 6 veto-PMT hits. The first subevent must be in coincidence with a beam pulse,
have a reconstructed track center less than 500 cm, and greater than 200 in tank PMT hits to
eliminate electrons from cosmic ray muon decays. The second subevent must have less than 200
inner PMT hits to be below the decay electron energy endpoint.

A CCπ+ event will produce three subevents:the muon, the muon’s decay electron, and the pion’s
decay muon’s decay electron. Hence, most of CCπ+ events are rejected with this selection.

Then, we also require the distance between the electron vertex and the muon track endpoint
must be less than 100 cm, to ensure that the electron decayed from the muon. The muon track
endpoint is calculated assuming the first subevent is a MIP, and using the energy and direction to
calculate the endpoint. This cut preferentially eliminates CCπ+ events, as the decay electron from
the pion can be far from the muon’s endpoint.

The selection cuts are 35% efficient within the fiducial volume of 500 cm, which is the product
of:

• 50% probability to contain (muon) events within the inner tank.

• 83% probability of tagging a muon with a decay electron (∼ 7% of µ− capture on carbon[118])

• 85% probability that the electron of the second subevent is close to the endpoint of the
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8.2. νµ CCQE MEASUREMENT AND TUNING OF RELATIVISTIC FERMI GAS
(RFG) MODEL

Figure 8.3: Schematic figure of a CCQE interaction. The primary Čerenkov light from the

muon (Čerenkov 1, first subevent) and subsequent Čerenkov light from the decayed electron

(Čerenkov 2, second subevent) are used to tag the CCQE event. For most events, protons

only emit scintillation light, and our selection is insensitive to this information.

149

Figure C.5: Schematics of a CCQE interaction occurred in the MiniBooNE detector. The primary
Cherenkov light from the muon (Cherenkov 1, first subevent) and subsequent Cherenkov light from
the decayed electron (Cherenkov 2, second subevent) are used to select CCQE interactions. The
scintillation light emitted by protons are isotropic and not sensitive for this analysis. Plot taken
from Ref. [116].

150 Chapter 6. Oscillation Analysis Overview

Figure 6.2: PMT hit time distribution for a single beam trigger with two clear subevents

(SE). The event is a candidate νµ CCQE event where the first subevent is the muon and

the second is the Michel electron from the muon’s decay.

The low duty factor of the proton beam from the Booster makes the beam-on excess of

events clearly visible. The flat background is due to cosmic muons (∼10 kHz) and their

decay electrons. The excess is due to beam neutrino interactions and the decays of muons

created in those interactions. The Michel electrons from these decays account for the in-

crease during the beam spill and the exponential fall-off following the spill. Two simple

cuts reduce the cosmic background to less than 0.1%.

• Ntank ≥ 200: The Michel endpoint at 52.8 MeV translates into a maximum number

of PMT hits in the tank around Ntank = 180. Figure 6.4 shows the Ntank distribution

for the 2nd subevent in a sample with exactly 2 subevents. The right panel shows

the reconstructed energy for the 2nd subevent. The distribution is consistent with

a Michel electron energy spectrum smeared by a resolution function. Figure 6.3

shows how the cut at Ntank > 200 removes the Michel electron features from the

time distribution.

• Nveto < 6: Figure 6.5 shows the distribution of Nveto for beam triggers. Two non-

Figure C.6: Timing distribution of the PMT hits for a single beam trigger with two subevents.
This events is a νµ CCQE event candidate where the first subevent is the signal of the muon and
the second is its decay electron. Plot taken from Ref. [117]
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muon (first subevent)

According to the MC simulation, the νµ sample is 74% CCQE, 21% CCπ+ and 4% CCπ0.
The remaining 1% are multi-pion events or neutral current pion production events. For a CCπ to
become background, the outgoing pion must be unobserved, and thus produce no third subevent.
This can happen when the pion is absorbed in the nucleus, decays along the muon track, or when
the pion’s decay electron does not produce enough hits to create a third subevent.

C.5 Neutrino energy reconstruction

We reconstruct neutrino energy from muon kinematics assuming the CCQE interaction using
Eq. (5.2). Then, an additional set of corrections is applied in both data and prediction samples to
create a better estimate of the neutrino energy [115].

1. A correction as a function of the muon energy.

2. A correction to reconstructed neutrino energy as a function of Q2.

3. A final correction as a function of the reconstructed neutrino energy.

Figure C.7 shows the corrected EQEν distribution as compared to Eν for events in the MiniBooNE
sample. Like SciBooNE, the CCQE events reconstruct EQEν close to Eν , but CCπ+ background
events reconstruct at the wrong value of EQEν due to the assumption that they are quasi-elastic.
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Figure C.7: 2D histogram of reconstructed EQEν vs. generated Eν for CCQE (left) and CCπ+

(right) events in MiniBooNE; the black line is at y=x.

Figure C.8 show the distribution of reconstructed Eν at MiniBooNE. The contamination of
backgrounds CC non-QE interaction are also shown in this figure. The energy resolution is shown
in Fig. C.9 as a function of true neutrino energy for CCQE events in the MiniBooNE sample.
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Figure C.8: Distribution of reconstructed Eν at MiniBooNE. The contamination of backgrounds
CC non-QE interaction are also shown.
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CCQE events in the MiniBooNE CCQE sample, as a function of generated Eν in 100 MeV bins.
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