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Abstract

This thesis reports an experimental search for the exotic pion decay �� � �� performed
by the E949 experiment at Brookhaven National Laboratory. The decay is prohibited by an-
gular momentum conservation if neutrinos are purely mass-less particles. However, recent
evidence for neutrino mass implies the decay would occur at a certain rate. This research is
a direct access to the neutrino mass and its helicity.

The E949 experiment took data for 12 weeks in 2002, and collected ������
�� charged-

kaon decays at rest. The search was performed with an optimized hermetic photon detection
system using kinematically identified ��

� ���� (���) events in the data sample trig-
gered for ��

� ���� decay. A sample of ��� � ��
� ��s were tagged by selecting the

monochromatic �� from ��� with an impurity of ����. As a result of the analysis, a total
of 99 events were observed in the signal region although they all seemed to be �� � ��

backgrounds coming through the photon detection inefficiency. With a conservative stance,
we set an upper limit of ��� � ��

�� at 90 % confidence level; the corresponding �� � ��

rejection was estimated to be ��� � ��
� with an acceptance correction. This result was a

factor of three improvement from the prior experimental limit. The limit is also applicable
to �� decay to any unknown weakly interacting particles.

This thesis also presents an improved analysis technique of photon detection. For more
accurate understanding of the remaining backgrounds, single photon inefficiency of the
detector was measured with a special data sample for calibration. The measurement was
limited by statistics but, for looser photon-detection criteria, we succeeded in measuring the
inefficiency as a function of incident photon energy and direction; we found that �� � ��

inefficiency convoluted from the measured inefficiency well described the actual observed
backgrounds when the loose criteria were imposed. Though this technique was unable to
be applied to the case with tight photon-detection criteria as used in the �� � �� search,
the inefficiency study provided a reliable information on how much photon detection would
be achieved with calorimeters.

As a conclusion, a factor of three improvement on the upper limit of the decay �� �

�� search was achieved. Aiming at further improvement, a new technique of measuring
the detector photon inefficiency was developed for understanding the observed events in
the signal region. This thesis showed validity of the new technique for an application of
background subtraction.
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4 Various parameters on the Čerenkov counter . . . . . . . . . . . . . . . . . . . 23

5 Properties of the Beam Wire Chamber 1 . . . . . . . . . . . . . . . . . . . . . 24

6 Properties of the Beam Wire Chamber 2 . . . . . . . . . . . . . . . . . . . . . 25

7 Properties of the beam degraders . . . . . . . . . . . . . . . . . . . . . . . . . 25

8 Schematic end view of the ring veto . . . . . . . . . . . . . . . . . . . . . . . 26

9 Schematic end view of the upstream photon veto . . . . . . . . . . . . . . . . 27

10 Properties of the Upstream Photon Veto Counter . . . . . . . . . . . . . . . . . 27

11 Summary of running conditions and data acquisition . . . . . . . . . . . . . . 48

12 Summary of the resolutions in the kinematics reconstruction . . . . . . . . . . 53

13 Background sources in the ��� event selection . . . . . . . . . . . . . . . . . 60

14 Summary of the bifurcation analysis in the muon background measurement . . 67

15 Rejection measurement of the delayed coincidence cut . . . . . . . . . . . . . 71

16 Summary of the entries with the inverted DELC cut . . . . . . . . . . . . . . . 71

17 Summary of the cut-2 rejection in the two-beam background measurement . . . 73

18 Summary of the cut-2 inversion in the two-beam background measurement . . 73

19 Number of none-��� backgrounds in the signal region . . . . . . . . . . . . . 75

20 Summary of the correction factor ���� estimation . . . . . . . . . . . . . . . . 77

21 Rejection measurement of the HEX and the HEX-afterburner conditions in the
online photon veto . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

22 Rejection measurement of the �� , ��  and �� conditions in the online pho-
ton veto . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

23 Rejection of online photon veto with the Method-2 . . . . . . . . . . . . . . . 79

24 Acceptance measurement of online photon veto . . . . . . . . . . . . . . . . . 80

25 Timing resolutions in various photon detection systems . . . . . . . . . . . . . 81

26 Parameters for offline photon veto . . . . . . . . . . . . . . . . . . . . . . . . 89

27 Measured visible fractions of the BV and BVL . . . . . . . . . . . . . . . . . 97

28 Resolutions of the reconstructed variables by the photon clustering method . . . 99

29 Input variables for kinematical fitting (Monte Carlo data) . . . . . . . . . . . . 101

30 Performance of the kinematical fitting (Monte Carlo data) . . . . . . . . . . . . 102

31 Resolutions of the measured variables (Real data) . . . . . . . . . . . . . . . . 103

10



32 The number of 1-gamma events produced from ������ sample . . . . . . . . . 110

33 The number of 1-gamma events with sequentially imposed selection criteria . . 110

34 Rejection of the L1.1-afterburner cut . . . . . . . . . . . . . . . . . . . . . . . 111

35 ��� event selection criteria . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

36 ��� selection criteria . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140

37 Run conditions for the data used in the single photon inefficiency study . . . . 142

11



1 Introduction

1.1 Theoretical overview

The decay �� � �� is prohibited by angular momentum conservation if neutrinos are purely
left-handed particles. In the Standard Model with big success in the description of the world
for elemental particles, neutrinos had been thought as massless particles, which connected to
the fact that the helicity was always negative (��) in the weak interaction. There were many
experiments that measured the helicity for various neutrino flavors; none of them succeeded in
detecting right-handed neutrinos. For example, the most recent measurement of the helicity of
�
 was carried out in the CLEO experiment, which observed a parity-violating angular asymme-
try in �� � ��� with the result that the �
 helicity was ������ ������������ ����������� [1],
and confirmed the left-handedness of the tau neutrino.

However, recent results from neutrino oscillation experiments [2, 3, 4, 5, 6, 7] show sig-
nificant evidences for neutrino mass, which corresponds to the existence of a positive helicity
neutrino. This is because a finite mass particle has velocity less than speed of light and helicity
flip happens when one overtakes the center-of-mass frame of the particle. If the helicity positive
neutrino couples to a �� with standard weak interaction strength, the �� � �� decay occurs at
the rate described as a function of neutrino mass �� as

����� � ��� 	 �� ���� ��������
�
�
�� 
 ��������

� (1)

for a single Dirac-neutrino type [8].

Number of light neutrino species The most accurate measurement of the number of light
neutrino species �� was performed by LEP experiments in studies of Z production with an
���� collider, where “light neutrino” means the neutrino whose mass is less than half of the
�� mass. Invisible partial width of ���, which was obtained after subtraction of visible partial
widths from that of the total Z, gave the number of possible decay channels allowed in the � �

decay;

�� 	
���
��

�
��
��

�
��

(2)

where �� is the partial width to charged leptonic modes, and �� is that for a single neutrino
species. The ratio ������ was measured in the experiments and the ratio of ����� employed
the Standard Model predicted number of ��������� 	 ����� � �����. The resultant �� was
����
 � ����� with a combined fit to all the LEP data by Particle Data Group (PDG) [9]. The
data highly excludes possibility of the existence of light neutrinos other than ��, �� and �
 .

Neutrino masses Neutrino masses have been studied in many experiments for a long time by
measuring the kinematics of charged leptons or pions associated with a neutrino production in
weak interaction. However, because of their very tiny mass, upper limits are set for all three fla-
vors. The mass of electron neutrino ��, whose limit is most stringent, was measured from an end
point of the energy spectrum in electron emission from the tritium �-decay: �

�H � �
�He �� ��.

The resultant upper limit is 3 eV/�� at 95 % confidence level (C.L.). The tau neutrino mass,
which was measured from � decays; �� � ������
 and �� � �����������
 by the ALEPH
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Table 1: Summary of experimentally measured neutrino masses. The upper limit of �� mass,
190 keV/��, is an evaluated number by PDG with an average of data measured by experiments.
More stringent upper limit of �� � �� eV/�� [10] is obtained from pion decays at rest in the
PSI.

Neutrino flavor Upper limit C.L. (%) Comment Reference
�� 225 eV/�� 95 ���Ho decay [12]
�� 3 eV��� 95 �H � decay [9, 13, 14]
�� 190 keV/�� 90 �� decay [9, 10]
�
 18.2 MeV/�� 95 � decay [11]

experiment (1991-1995 runs), set an upper limit � ���� MeV/�� [11] at 95 % C.L., which is
seven orders of magnitude worse than the limit on ��. The upper limits of neutrino masses are
summarized in Table 1. Substituting the upper limit of �
 mass, the equation 1 provides a theo-
retical upper limit on the �� � �� branching ratio ����� � �
�
 � � �� �����. Upper limits
on electron neutrino and muon neutrino provide the theoretical limit of ������� and �������,
respectively.

1.2 Determination of neutrino type : Dirac or Majorana ?

There have been long standing discussions on whether neutrinos are Dirac or Majorana parti-
cles. The question is fundamental in the particle physics. After finite mass of the neutrinos has
been discovered, determinations of the type of neutrinos and their mass are hot topics. Neutrino-
less double � decay experiments are attracting our attentions. Observation of the neutrino-less
double � decay is an evidence for neutrinos as Majorana particles, because the decay occurs
if a neutrino emitted from �� is absorbed by �� again as an anti-neutrino, which indicates
that the anti-neutrino and the neutrino are the same particle. The measurement of �� � ��
branching ratio also carries the same physics motivations. Firstly, branching ratio measurement
is directly connected to a determination the neutrino masses. Secondly, if neutrinos are Majo-
rana particles, � and � in the final state are identical particles, which results in a branching ratio
of a factor of two larger than in the Dirac neutrino case [15].

1.3 History of experimental search for the decay �� � ��

The first search for the �� � �� decay was performed in a reanalysis of the data accumulated
for a decay �� � ���� by P. Herczeg and C.M. Hoffman [16]. They set an upper limit of
��
� ���	 at 90% C.L.. In 1988, the CHARM collaboration improved the limit to ���� ����

(90 % C.L.) with a measurement of prompt neutrino interaction in a beam dump experiment
involving background subtraction [17]. The limit was improved by the E787 collaboration
in the measurement of �� � ���� experiment by imposing photon rejection cuts to the
events of �� � ��������� decay tagged with the monochromatic �� at ��� MeV/�. They
observed 27 events in the signal region. However, with difficulties in an accurate estimation of
�� � �� backgrounds due to the failure of photon detection, they set a conservative upper limit
of ��� � ���� at 90 % C.L. [18]. The E949 experiment is a successor to the E787 experiment
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Table 2: Summary of the upper limits on the �� � �� decay. The most stringent limit is
provided by cosmological arguments. But the limit is highly model dependent, and is not used
in Particle Data Group.

�� decay to Upper limit Comment Year
��(all) ���� ���� �� � ���� (E787 Collaboration) 1991
��(all) ���� ���� Beam dump experiment (CHARM Collaboration) 1988
��(all) ��
� ���	 �� � ���� (LANL) 1981
��(all) ���� ����� Cosmic thermal backgrounds 1991
��(all) ���� ����� Supernova SN1987A 1991
���� ��� ���� Beam dump experiment (CHARM Collaboration) 1988
���� ���� ���� Beam dump experiment (LSND Collaboration) 2004
�
�
 ���� ���� Beam dump experiment (LANL) 1988

with an improved photon detection capability. It is expected to improve the limit by the E787
experiment and establish a new upper limit on the decay by achieving the best sensitivity in the
world.

The individual measurements for the decay �� � ��� �, where the lepton type � was specified,
were also performed by observing neutrino interactions in the final state (exclusive search).
The measured upper limits were summarized in Table 2 including the inclusive measurements.
�� � ���� is the mode that has the most stringent limit on the decay, which was recently
published by the LSND collaboration. However any flavor specific search is less sensitive
compared with the inclusive search of the E787 experiment in the past.

1.4 �� � �� in astrophysics

In cosmology, neutrinos play an important role. For example, the anisotropy of cosmic mi-
crowave background constraints the sum of the neutrino masses ����� to be less than �� eV/��

by taking into account the data from the galaxy redshift surveys [20]. Though the cosmological
constraint involves model dependences, it provides the most stringent limit in the measurements
of the neutrino masses (see Table 1). This derives a limit of ������� on the decay of �� � ��.

On the other hand, astrophysicists show their interests in the �� � �� decay because the
reaction �� � �� � �� could work as a cooling mechanism in the description of the Universe.
Some portion of the energy carried by photons in a dense and high-energy environment are
transported more effectively to outer space by converting the energy into neutrinos. The behav-
ior of the cosmic thermal background at the temperature of the pion mass constrains the decay
rate ����� � ��� to be less than ��� � ����� [21] throught the process of �� � �� � ��
at primordial nuclear-synthesis. In other models, considering different astrophysical processes,
the upper limit ����� � ��� � ��� � ����� [22] is extracted from the energy-loss in the
Supernova SN 1987A induced by the process �� � �� � ��.

In recent years, �� � �� in the highly dense medium had improvements. In 2002, the
authors in [23] showed a possibility that the �� � �� decay would occur even if the neutrinos
were massless as in the Standard Model. The possibility was also presented in the different
paper [24], where the authors claimed that Goldstone modes at finite density should be collec-
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tive excitations associated with deformation of the Fermi surface in the high dense matter. This
indicates the Fermi surface is distorted from a spherically symmetric state if a meson has finite
momentum relative to the medium, which breaks rotational invariance and therefore angular
momentum is no longer good as a quantum number to describe the meson state. The paper con-
cluded that the pion decay to massless lepton pairs would not be prohibited. As an application
of the theory, in the process of neutron-star cooling in high dense environment, the medium
effect in the pion-pole mechanism (�� � �� � ��) was studied [25]. These descriptions are
model dependent, but indicates that the �� � �� decay does arise a broad interest on various
areas of physics.

1.5 Physics beyond the Standard Model

Experimental search for �� � �� is performed by identifying �� decay to invisible products
with strictly keeping eye on any activity around the �� decay time with a powerful hermetic
photon detection system. The search has a sensitivity to any decay form of �� � “nothing”
as well as the �� � ��, where “nothing” is applicable to any weakly interacting hypothetical
particles. For example, in a �� decay to light SUSY particles (photino), the branching ratio
was dynamically changed as a function of the mass. The �� � �� search provided a clean test
to the theory with SUSY masses less than half of the �� mass. One of the important neutrino
properties to be tested in the frame of �� to “nothing” is the decay �� � ����, where �� and ��
are different flavors of neutrinos. This is not allowed in the Standard Model because the decay
violates the lepton flavor, but exploring into the world of beyond the Standard Model, this is
worth studying the decay involving a mixing angle of lepton flavor changing.

1.6 Analogous decay to �� � ��

Analogous decays of a meson to “nothing” for neutral kaon, � and B mesons also attract an
interest in the recent high-energy physics for theoretical and experimental cleanness of the sys-
tem. � or �� � �� is experimentally much difficult compared with the �� decays. � � ��
decays have a significant improvements recently in the Belle and BaBar experiment using a
��
 � system to two neutral B mesons. The B to “nothing” system holds the same physics
motivations as for the �� to “nothing”, in addition, the decay to SUSY particles in the range
between the � and � masses. The most recent upper limit is ���� � ��� � �� � ���	 [27]
given by the BaBar collaboration. The Belle collaboration also shows their interest in the letter
of intent for the future experiment with the super KEKB. However their sensitivity is much
poorer than that achieved in the study of ��.
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2 Event Detection Strategy

2.1 Event detection strategy

�� � �� detection requires identification of �� in the detector. The decay must be caught
by observation of an associate production in the �� generation process. A well-known kaon
decay process �� � ���� (���) is chosen in order to tag the �� existence by redundant mea-
surements of �� decay at rest and �� (��� MeV/�) with a help of two body decay kinematics.
However, one of difficulties in the technique is that various�� decay modes involve a �� in the
final states; the decay channel must be identified with impurity below ���� ����. An observa-
tion of the final products �� is impossible due to the small cross section of neutrino interactions
with materials. Hence, no observation of a final product in a hermetic photon detection system
is regarded as presence of neutrinos. This implies that, any unknown particles which interacts
via weak force are accepted as a signal. In summary, ��� decay without �� activity observed
was searched in the experiment.

2.2 What kinds of measurements are required for it ?

Intrinsic ��� acceptance (!�) due to ��� selection criteria is written as follows,

!� 	
���� � �����

�������� � �����
(3)

where ��� is the number of kaons collected in the experiment, ����� � ����� is the
branching ratio of the ��� decay, which is measured to be ������ � ���
� � ���� [9], and
���� � ����� is the number of events remained after the ��� selection.

Corrected acceptance ! is obtained by considering further acceptance loss;

! 	 !����� (4)

where ���� is called a disruption factor, which shows how often the ��� selection is disrupted
due to the presence of �� decay products. For example, if electrons from �� Dalitz decay overlap
the �� track of ���, it may drive the failure of track reconstruction, while the situation does not
occur in the �� � �� decay.

The branching ratio for the decay �� � �� is obtained by

����� � ���� 	
�

�������� � �����!
� �

����

(5)

where � is the number of signals observed in the signal region. In case that backgrounds are
dominated, the � should be replaced with ���, which is from Poisson statistics, gives 90 %
confidence level. ���� is a correction factor aiming for a recovery of the signals lost by hermetic
detection cuts due to coincidentally happened activities (accidentals).

Substituting the equation (3) and (4) to the equation (5),

����� � ��� 	
�

���� � �����
� ���

���

� �

��������

	
�

���� � �����
� �

��������

(6)
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The first term �
�
��

������
corresponds to the detection inefficiency of the hermetic detec-

tion system if the measurement is background limited; in other words, it shows an inverse of the
rejection capability of the detection system. In summary, the equation (6) tells us the branch-
ing ratio or the upper limit that can be obtained by measuring rejection and acceptance of the
hermetic detection system and a correction factor of ����.
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Figure 1: Schematic top view of the beam line named LESBIII. The beam line was viewing
the 0 degree direction to accumulate more kaons. The bending magnet D1 and “Momentum
Collimator” selected particles of 710 MeV/� and two stages of electrostatic separators and suc-
cessor slits improved the beam purity. Ten quadrupole (Q1-Q10), three sextupole (S1-S3) and
one octuple (O1) took care of a higher order aberration in the beam optics. “Solenoid Magnet”
in the figure is a part of the E949 detector system.

3 Experimental Instruments

3.1 High intensity �� beam

Protons accelerated up to 21.5 GeV/� at the Alternating Gradient Synchrotron (AGS) of Broohaven
National Laboratory (BNL) were extracted typically spending 2.2 seconds (spill) in 5.4-second
repetition. The protons struck a 6 cm-long platinum target mounted on a copper base for water
cooling. They produced � � ��� ��s per every spill from collisions of ��� � ���� protons on
target. Accompanying � ��� times more ��s, they were transported by the beam line called
Low Energy Separated Beam III (LESBIII) [28] as shown in Figure 1. It was designed to pro-
duce the most intense and cleanest�� beam. The design concepts and performances are briefly
described below and summarized in Table 3.

The highest �� beam intensity Aiming to collect as much kaons as possible from the pro-
duction target, the first quadrupole magnet Q1 was placed close to the target, which makes
the angular acceptance larger. Particles produced to the forward direction (at 0 degree angle)
were viewed by the transportation line. This resulted in a success of obtaining 12 msr angular
acceptance and �� ��	 kaon yield from every ���� protons on target.
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Table 3: Basic parameters of the LESBIII line.
Beam Line

Momentum range 830 MeV/� (Maximum), 710 MeV/� (Typical)
Momentum acceptance 4 % in FWHM
Production angle forward (0 degree)
Angular acceptance 12 msr
Total Line Length 19.6 m
Particle Flux 
��� ��� of 800-MeV/� ��s with 71 % purity

corresponding to � ��� stopped ��s in the detector
(in the case of ���� 24 GeV/� protons on target)

Beam Optics Third order correction for aberration
Target

Material Platinum
Dimension 6-cm long
Cooling Water cooling with an attached copper base
Max exposure rate � ��� ���� MHz

Electrostatic Separators
The first separator Operation High Voltage : up to 625 kV

Dimension : 12.7 cm (gap) � 2.0 m
The second separator Operation High Voltage : up to 560 kV

Dimension : 10.2 cm (gap) � 2.0 m

Beam purification Particles with a momentum of 710 MeV/� were selected by the bending
magnet D1 and the collimator named as “Momentum Collimator” in Figure 1. They were
delivered through two stages of electrostatic separators to increasing the �� to �� ratio. In
the separators, kaons and pions had different deflection from the electric field while feeling the
same strength of the deflection by the magnetic field, which resulted in separated spots at the
collimation slits named “Mass Slit 1” and “Mass Slit 2”.

The rate of “cloud pions”, which were secondary pions from decays in particular from � �,
were estimated to be a few times higher than the �� intensity from the beam simulation. But
they were effectively reduced to the ignorable level at the second mass slit. The final �� to ��

ratio was 3 : 1.

3.2 The E949 detector system

The E949 detector was primarily designed for a measurement of the extremely rare kaon decay
�� � ���� [29, 30], whose branching ratio is expected to be around ����� in the Standard
Model. Background rejection down to the ����� level was mandatory for the E949 detector. It
provided accurate and redundant measurement of momentum, energy and range in plastic scin-
tillator of charged tracks. This redundancy provided a tool for kinematic background rejection
even if one of the measurements was erroneous by unexpected reasons. All of the measurements
successfully achieved good resolutions of 1 % (momentum), 3 % (energy) and 3% (range). The
E949 detection was also designed to have a strong discrimination against beam backgrounds
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by employing a technique of “delayed coincidence”, which required at least a few ns between
the times of an incident kaon and charged particles from the decay. Beam backgrounds, which
usually occurred at prompt timing, were effectively rejected by this requirement. Hermetic de-
tection system in the E949 detector also played a crucial role to find out the activities from kaon
decays. The ��� background to the �� � ���� decay was reduced by a factor of � ��� by
an accurate measurement of �� kinematics, and the remaining ��� rejection was achieved by
the hermetic photon detection system. This is the most valuable benefit the � � � �� search
received. But the reverse is also true. The �� � �� studies in the thesis, in particular, maxi-
mization of the photon detection capability, will be a benefit to understand the background to
�� � ����. The later sections of the thesis present key information on the photon detection
inefficiency, which is indispensable to the �� � ���� analysis. In the analysis, all principal
studies were performed with real data, not relying on Monte Carlo simulations, because we do
not expect all pathological events can be properly simulated by Monte Carlo simulation. Online
rejection in the triggers was set at proper level, not to be tightened too much, to collect enough
statistics for offline analysis; they were designed to provide various control samples.

Overview of the detector The side and end view of the E949 detector are shown in Figure
3 and 4. The z-axis is defined along the beam line pointing to the downstream end, and radial
and azimuthal angles are determined in the cylindrical coordinate. The E949 detector consists
of four components;

� Beam counters and chambers, which were employed for beam-particle identification (�-
� separation) and multi particle background rejection.

� �� stopping target for observation of kaon decay at rest, measurement of the decay vertex
position, the decay time and detection of extra beam particle if exists.

� Spectrometer for charged particles

– Solenoidal magnet

– Drift chamber for momentum measurement

– Stack of plastic scintillators, called Range Stack, for kinetic-energy and range mea-
surements of the charged particles. Information of the particle type through the
dE/dx energy loss measurement in the scintillator.

� Hermetic photon detection system for detection of extra activities, mainly electromag-
netic shower of the photons from kaon decays.
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Figure 2: Side view of the E949 detector.
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Figure 3: Schematic side view of the upper
half of the E949 detector. Located from the
upstream to downstream direction along the
beam line are, Čerenkov counter (Č), upstream
photon veto (UPV), collar detector (Collar),
inactive beam degrader (BeO), active beam de-
grader (AD), energy loss counter (B4), scintil-
lator fiber target (Target), downstream colloar
detector and downstream photon veto (DPV).
The target is surrounded by I-Counters (I) and
Drift Chamber. Both ends of the detector were
covered with an array of CsI crystals (Endcap).
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Figure 4: Schematic end view of the upper
half of the E949 detector. Located from in-
ner to outer direction, scintillating-fiber target
(Target), I-Counters (I), Drift Chamber, Range
Stack, barrel veto liner (BVL) and Barrel Veto.
Two layers of tracking device, called range
stack straw chamber (RSSC), were installed
just after the layer 10 and the layer 14 scin-
tillators.

3.2.1 Beam counters and chambers

Čerenkov counter The �� to �� ratio was typically controlled to be around 3 : 1 during the
experiment. Kaons in the beam were needed to be more strictly discriminated from pions con-
tained in the beam. The particle identification of the delivered beam was made at the entrance
of the E949 detector. The Čerenkov counter, shown in Figure 5, had a 25.53-mm thick Lucite
radiator with a refractive index of 1.49. In the radiator, Čerenkov light was emitted to the angle

Č from the path,

��� 
Č 	
�

"�
(7)

where " is a refractive index of the radiator, and � is a velocity of an incoming particle nor-
malized to a speed of light in vacuum. The light emitted from a �� with a momentum of 710
MeV/� (� 	 �����) in the radiator was totally reflected at the boundary of the radiator and
reached to 14 phototubes (PMT) forming an array of the inner ring of the Čerenkov counter. On
the other hand, light from a �� with a momentum of 710 MeV/�, passed through the boundary,
reflected by the mirrors and observed in the 14 PMTs of the outer ring. Various parameters
on the radiator are summarized in Table 4. The �� identification was performed based on the
number of hits in each � and pion-PMTs in a given time window. The typical performance of
the Čerenkov counter is shown in Figure 6. Each of the PMT signals was recorded with a time-
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Figure 5: Schematic side view of the Čerenkov
counter. Čerenkov light emitted from a �� in
the radiator is totally reflected at the surface
and reaches to the PMTs named pion PMTs (�
PMT). The light originated from a ��, which
have a smaller opening angle than that of ��,
can penetrate the radiator and are delivered to
“K PMT”s by a reflection of parabolic mirrors.

to-digital converter (TDC) and a 500 MHz waveform digitizer employing a gallium-arsenide
(GaAs) charge coupled device (CCD) [31].

Beam wire chambers Two beam wire chambers were placed after the downstream of the
Čerenkov counter for rejection of multi beam particle events. A pion accompanying a kaon
might be misidentified as a signal (�� � ��� “nothing” event) if the �� was lost before
it came to rest in the target. This wire chamber system ensured that no particle came into the
detector at the time when the decay particles from �� was recorded.

The upstream chamber (BWPC 1) had active area of 17.8 cm (horizontal) � 5.08 cm (ver-
tical) with three anode-wire planes called X, U and V. In the X plane, 144 sense wires were
tensioned vertically for horizontal-position measurement, and in the U, V planes, 120 wires
were positioned in every 2.54 mm. The U and V planes were tilted by �
�Æ and �
�Æ with
respected to the X plane. Spatial resolution of 1.27 mm was achieved in the X plane and 2.54
mm in the U and V planes. These configurations are summarized in Table 5. Another beam wire
chamber (BWPC 2) was located at 90 cm downstream of the BWPC 1. This chamber also had
three planes called T, U and V, which consisted of 120 anode wires for each (see Table 6). In the
BWPC 2, the number of readout channels were reduced to 32 in each plane by multiplexing the
wires, and the spatial resolution was 2.4 mm at the center of the planes and 4.8 mm around the
peripheral region. Each plane were tilted by �Æ (T), ����Æ (U) and ����Æ (V) from the vertical

Table 4: Various parameters on the Čerenkov counter
Radiator (cylindrical shape)

Diameter 203 mm
Thickness 25.53 mm
Refractive index 1.49
Čerenkov emission threshold �Č = 0.671
Total reflection threshold ���� 	 �����
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Number of pion PMT hits

Number of K PMT hits

Figure 6: Number of hits in pion PMTs
(above) and � PMTs (below) of the Čerenkov
counter for �� or �� beam. Kaons were se-
lected by requiring the number of hits greater
than 7 in the K PMTs. �� beam was selected
by requiring the number of hits in the pion
PMTs to be more than .

Table 5: Properties of the Beam Wire Chamber 1
Anode wire 12 �m diameter, Au-plated tungsten
Cathode foil 25 �m Aluminized mylar
Wire spacing 3.18 mm (anode to cathode), 1.27 mm (anode to anode)
Guard wires Au-plated Be-Cu, 8 wires at each end
X-plane 144 anode wires stretched vertically

Spatial resolution of 1.27 mm
U1 and U2 planes 120 anode wires (60 readout, multiplexed�� )

Tilted by +45 (U1), -45 (U2) degrees from the vertical axis
2.54 mm in the spatial resoluton

Active area 17.8 cm (horizontal) � 5.08 cm (vertical)
Total channels 264 = 144 (X) + 60 (U1) + 60 (U2)
Inert Gas CF4 / Isobutane (80:20)

direction.

Beam degraders Two beam degraders were employed to slow down the beam particles and to
enhance �� stopping probability. The upstream degrader called “inactive degrader” was made
with 111.1-mm thick Beryllium Oxide (BeO), which had a high density with a small atomic
number (less multiple scattering) with 4.76-mm thick Lucite to the end. The characteristics are
detailed in Table 7. The downstream one, which was called “active degrader”, was composed of
40 layers of 2-mm thick scintillators sandwiched by 2.2-mm thick copper disks. Their thickness
were optimized to maximize the number of kaons that came to rest in the scintillator target.

Energy loss counter : B4 hodoscope An energy loss counter named B4 hodoscope, located
in front of the scintillation fiber target, was used for detection of beam particle position and
for further �-� separation. The timing resolution was measured to be 0.58 ns in RMS, which
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Table 6: Properties of the Beam Wire Chamber 2

Anode wire 12.7 �m diameter Au-plated tungsten
Cathode foil 8 �m Aluminized mylar, Carbon coated
Wire spacing 1.59 mm (anode to cathode), 0.8 mm (anode to anode)
Guard wires Au-plated Be-Cu, 3 wires at each end
T, U and V planes 120 anode wires, 32 readout

(central 72 wires multiplexed by 3, remaining 48 were by 6)
Tilted by 0 (T), +120 (U) and -120 (V) degrees from the vertical axis
Spatial resolution of 2.4 mm (central part), 4.8mm (edge region)

Active area Regular hexagon with an each side having 9.6 cm in length
Total channels 96 = 32 (T) + 32 (U) + 32 (V)
Inert Gas CF4 / Isobutane (80:20)

provided good rejection against extra particles coming at the kaon decay time. ��s from kaon
decay in flight in the middle of the beam line were identified from the dE/dx energy loss in the
counter. The energy resolution of 0.43 MeV (for kaons) provided good �� � �� separation
capability as shown in Figure 50 on page 69. The B4 gave accurate spatial resolutions of 0.37
cm in X and 0.36 cm in Y direction.

The B4 hodoscope consisted of two scintillator layers of 6.35-mm thick. They were rotated
by �����Æ from the horizontal axis for a measurement of two dimensional coordinates as seen
in Figure 7. Each layer was composed of 16 ’Z’-shaped scintillator tips (see Figure 8), and was
read-out through three wavelength shifter fibers embedded in each tips.

Ring veto counter The Ring veto counter, which was made of plastic scintillators (BC404),
covered the B4 outer radius for detection of escaping particles from the beam line with dimen-
sions of 119 mm (inner raidus) to 145.5 mm (outer radius) and 3.27-mm thickness. The counter
was horizontally segmented into two pieces.

Table 7: Properties of the beam degraders
Inactive degrader

Material 111.1-mm thick Beryllium Oxide with 4.76-mm thick Lucite
Dimension Cylindrical shape with a radius of 136 mm

Active degrader
Material Alternative 40 layers of 2.2-mm thick copper disk and 2-mm thick

scintillator (Bicron BC404)
Dimension Cylindrical shape with a radius of 136 mm
Segmentation 12 in azimuthal angle
Readout Embedded 14 WLS fibers (BCF99-29-AA-MC) for each segment,

multiplexed into single channel
Phototube Hamamatsu R1924 � 1
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Figure 7: Schematic end view of the B4 ho-
doscope, which was composed of two layers of
segmented scintillator plates for U and V-axis
measurements. Each layer was rotated by + (or
-) 33.5Æ with respect to the horizontal axis.
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Figure 8: Cross sectional view of a single layer

of the B4 hodoscope. Each layer consisted
of 16 elements of ‘Z’-shaped scintillator tips.
Combination of the Z-shape could reduce a de-
tection inefficiency by preventing particles to
passing through the gap between tips. “Æ”s in
the figure indicate wavelength shifter fibers.

Upstream Photo Veto Counter The upstream photon veto counter was one of the ancillary
photon-detection systems covering small dip angle with respect to the beam line, and was lo-
cated between the Čerenkov counter and the BWPC 1. The detector was made of 12 layers of
lead (1 or 2 mm thick) and plastic scintillator (2 mm thick) alternatively stacked along the z
direction. It formed a square-shape with a dimension of 28.4 cm � 28.4 cm in X-Y plane, and
had a beam hole at the center. The parameters of the counter are summarized in Table 10.

Table 8: Schematic end view of the ring veto.
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Table 9: Schematic end view of the upstream
photon veto.

Table 10: Properties of the Upstream Photon Veto Counter
Type 12 layers of lead and plastic scintillators
Material 2 mm-thick scintillator plates (Bicron BC404)

1 mm-thick (1 to 6 layer) and 2 mm-thick (other) lead sheets
Dimension 28.4 cm � 28.4 cm shape
Upstream face 3.175 mm-thick aluminum plate
Downstream face 2.2 mm-thick copper plate
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Figure 9: Schematic end view of the scintil-
lating fiber target, I-Counters and V-Counters.
Fibers with ‘Æ’ indicate the fibers of kaon pas-
sage, and had the dE/dx energy deposit consis-
tent with kaons coming to rest as shown in the
waveform “a)”. The Kaon decay produces a
double pulse in the waveform as seen in “b)”.
A kaon decay product deposits energy as “c)”
along the trajectory denoted with ‘x’ in the fig-
ure.
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Figure 10: Schematic side view of the scintil-
lating fiber target, I-Counters and V-Counters.
I-Counters, which surrounded the target in the
azimuthal direction, determined the fiducial re-
gion along the Z direction. The V-Counters,
which covered the light guide of the I-Counter,
removed charged particles passing through the
light guides.

3.2.2 Kaon stopping target

Kaons, which were slowed down in the degraders, came to rest in a fine-segmented scintillator
target. This arrangement brought us great benefits in the experiment: (1) Particles from two
body decays had monochromatic momentum in the detector frame, and provided an easy way
of rejecting or collecting the events in the online level. This resulted in better purity or higher
rejection against various backgrounds. (2) Waiting at least 2 ns between the time of the particle
entering the target and the secondary particles decaying from the target provided good rejection
against prompt beam backgrounds and kaon decay-in-flight events.

The target was made of a bundle of 413 plastic scintillating fibers. Each fiber had a cross-
section of 5 mm � 5 mm in X-Y plane and a length of 3.1 m in the beam direction. Having
assembled together, they formed a cylindrical shape with 12-cm diameter as shown in Figure
9, for the end view. The side view is shown in Figure 10. Each fiber was readout by a PMT
at the downstream end and its energy and timing as well as the waveform were recorded by an
ADC, a TDC and a 500 MHz sampling CCD. The gaps at the peripheral region were stacked
with� 200 thinner (1�3 mm) fibers called “edge fiber”s. The edge fibers were grouped into 12
bundles and read by 12 PMTs.

Energy deposit in a fiber ranged from � � MeV of minimum ionizing particles (MIP) to
� �� MeV of kaons at the very end of stopping process. Typical waveforms are shown in
Figure 9. To deal with this large dynamic range, not only high-gain CCD channels but also that
of low-gain (84 in total) were prepared for multiplexed signals. Using these CCD waveforms,
the fiber placed at kaon decay position was identified by a double pulse fitting at the offline
analysis. Kinetic energy of the secondary particle in the fiber was extracted from the kaon
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stopping signal for better energy resolution. Thanks to the target’s fine segmentation, it was
possible to reconstruct kaon and pion track precisely and calculate an accurate pion path length.
It also guaranteed that the pion came from the decay vertex by confirming there were no gap
between the trajectories.

3.2.3 Fiducial counters : I and V-Counters

Fiducial counters named “I-Counters” surrounded the target for detection of charged particles
from kaon decay in the target. They determined the fiducial area (= allowed region where kaon
decays take place) through a requirement that the decay product must pass through the counter.
The timing was used as the kaon decay time in the online trigger for delayed coincidence. The
I-Counters were azimuthally segmented into six counters of 6.4-mm thick plastic scintillators
and were 25-cm long in the beam direction (see Figure 9 and 10). Each scintillator was readout
by a PMT with an ADC, a TDC and a 500 MHz flash ADC based waveform digitizer (TD) [32].

V-Counters, which were made of 5.0-mm thick and 1.96-mm long plastic scintillators, sur-
rounded the light guides of the I-Counters. They rejected events with unwanted signals in the
light guide due to Čerenkov ratidation. The V-Counters were located so as to have a 6-mm
overlap in the Z direction with the I-Counter scintillators. This determined the fiducial region to
be � 24.2-cm long along the beam direction. Each scintillator was read by a PMT and recorded
with an ADC and a TDC.
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3.2.4 Drift Chamber for momentum measurement

A cylindrical drift chamber, located outside of the I-Counters, reconstructed a charged track
trajectory based on the drift distances from the corresponding sense wires. The track curvature
in the X-Y plane, produced in a 1 T magnetic field, was measured to determine the momentum
of the charged particle.

The chamber was designed to minimize its amount of material to reduce multiple scatterings
and improve the energy resolution by reducing dead materials. The chamber, called “Ultra Thin
Chamber” (UTC) [33], was formed with inflating thin foils shaped by gas pressure; it had no
supporting material inside it. It had a dimension of 51-cm long in the beam direction and an
inner (outer) radius of 7.85 cm (43.31 cm). The total thickness was �� ���� radiation lengths
along typical particle passage.

Anode and cathode structure in the UTC The UTC consisted of three active cylindrical
superlayers and two inactive volumes between them. Each radial end of a superlayer had a
25-�m thick Kapton foil and it was supported by differential gas pressure. The superlayers,
each with four layers of square drift cell, were filled with a mixture of argon (49.6 %), ethane
(49.6 %) and ethanol (0.8 %). The inactive volumes were filled with nitrogen gas. In the active
superlayers, wires were arranged in a rectangular cell structure with a dimension of 11 mm �
19 mm in X-Y cross sectional view. Each cell was made of an anode sense wire of gold-coated
Tungsten (20 �m diameter) and surrounding eight aluminum cathode wires (100 �m diameter).
The innermost superlayer had 192 (	 
��
) cells, where 48 cells were aligned in the azimuthal
direction and 4 layers in the radial direction, while the middle and the outermost superlayers
had 384 (= 96 � 4) and 576 (= 144 � 4) cells, respectively. The cells in the radial direction
were staggered by a half cell to resolve the left-right ambiguity.1 Each anode wire was operated
at the high voltage of �2 kV, which gave a gain of ���� ��� and a drift velocity of � cm/�s.

On the Kapton foils, a helical array of copper strips (7-mm wide, 120-nm thick) was lami-
nated with a 1 mm gap between strips. They were tilted at 45 degrees with respect to the beam
direction. The strip, coated with 30-nm thick nickel, collected the induced charges from an
incident particle and determined the track Z-positions with a help of the reconstructed track in
X-Y plane. The number of strips varied with the foil radius from 72, 108, 144, 180 to 216.

3.2.5 Energy and range measuring system : Range Stack

The Range Stack (RS), which was a cylindrical array of plastic scintillators placed outside the
drift chamber (see Figure 12), measured energy and range of charged particles. It was thick
enough to stop �� originated from the kaon decay at rest. It fully covered the acceptance in the
azimuthal direction, and had 45.08 cm in the inner radius, 84.67 cm in the outer radius and �
2 m in the beam direction. The Range Stack was segmented into 24 sectors in the azimuthal
direction and 19 layers (stacked) in the radial direction; thus, 456 scintillator plates were used
in total. The counters of all radial layers in four successive sectors (76 counters in total) were
grouped into a single set called “hextant”.

1Sense wires can measure the drift length but can not measure the drift direction, so that, any single wire cannot
decide if a particle passed on its left or right side from its own information.
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Figure 11: Schematic view of the Ultra Thin Chamber (UTC). The drift chamber consisted of
three active cylindrical superlayers and two inactive volumes.

The 24 counters in the innermost layer, called the T-Counters, had a thickness of 6.35 mm
in the radial direction and a length of 52 cm in the beam direction; the hits of these counters
were used in the trigger. In each of the T-counters, 17 wavelength shifting (WLS) fibers were
embedded and readout by the PMTs attached at both ends. The counters in the second to the
18th layers had a thickness of 1.905 cm in the radial direction and a length of 182 cm in the
beam direction. The counters in the layer 19 were made of 24 1-cm thick � 182-cm long
scintillators. They were used as a veto, confirming that charged particles stopped before the
layer 19. The longer range tracks, which mainly came from �� of ���, were rejected with the
layer 19 signals. The counters in layer 2 to 19 were readout by two PMTs on both ends through
light guides.

Signal readout Each PMT was instrumented with its own dedicated channel of an ADC and
a TDC; in addtion, every four PMTs in the same layer and the same hextant were fed into an
analog multiplexer and connected to a waveform digitizer called Transient Digitizer (TD). The
TD with a 500-MHz sampling rate recorded the waveform up to 2 �s, and the stored waveform
was used to identify �� � �� decay chain at the offline analysis. Positron emission from ��

decay was not in the range of TD, in many cases, due to the muon lifetime of � ����s, but
the positron signals were recorded by multi-hit TDCs with a longer gate-window of 10 �s. An
example of the waveforms recorded by the TDs is shown in Figure 13. One can see the whole
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Figure 12: Schematic end view of the Range Stack, Barrel Veto Liner and Barrel Veto.

decay sequence of �� that came to rest in layer 12, a signal of �� from the pion decay as a
bump, and a positron emitted from the muon decay. The ADC gate were set to be 100 ns; the
muon energy of 4 MeV was usually included within the ADC gate. This should be subtracted
in the offline energy reconstruction. The particle identification with the �� � �� � �� decay
sequence is one of key issues in this analysis; it will be described later in the analysis section.
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Figure 13: �� � �� � �� decay sequence recorded by the waveform digitizers in the Range
Stack. �� from the kaon decay passed layer 11 and came to rest at layer 12 (no �� signal in
layer 13 or above.). �� decayed into �� and ��. The monochromatic 4 MeV muon made a
bump on the pion signal tail. 4 MeV muon came to rest in the same counter, and a positron was
emitted and reached layer 14.
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Figure 15: Schematic side view of the inner RSSC. For reduction of the number of readout
channels, two adjacent RSSC anode-wires were connected together with a jumper card.

3.2.6 Range Stack Straw Chambers

Range Stack Straw Chambers (RSSCs) were placed between the layers 10 and 11 and the layers
14 and 15 in the Range Stack, aiming for accurate trajectory reconstruction of charged particles.
The RSSCs between 10 and 11 had two sub-layers of 24 straw tubes as shown in Figure 14.
Each tube, with 3.4 mm in radius, was formed with a 38-�m thick Kapton foil with the inner
surface of Cu/Ni coated cathode. A gold coated Tungsten anode wire (50-�m diameter) was
strung at the center. The two sub-layers were stacked with an offset by a half cell from each
other as shown in Figure 14, and the total mass per unit area kept as small as ����
 g/cm�.
The anode wires were tensioned along the beam direction for X-Y position measurement, and
Z-position was measured from the end-to-end time difference of the signal arriving times. The
outer RSSCs, located between the RS layer 14 and 15, aligned two superlayers of 28 tubes for
every sector in the same way. For reduction of readout channels, every two anode wires were
connected together at the upstream end and the signals were read on the downstream ends as
shown in Figure 15.

Operating condition The RSSCs, filled with a gas mixture of 25 % argon and 75 % isobutane,
were operated in the limited-streamer mode at 3450 V. The obtained time resolution was � 50
ps with a time-streacher-circuit, which allowed us to determine the Z position with a resolution
of 1.5 cm in RMS.

3.2.7 Barrel photon detection system : Barrel Veto

Barrel Veto (BV), a sandwich calorimeter of lead sheets and plastic scintillators, detected pho-
tons and other extra activities. It had the solid angle of ��� � 
�, and fully surrounded the
Range Stack and Barrel Veto Liner, which will be explained later. The detector was segmented
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Figure 16: Visible energy fraction as a func-
tion of the azimuthal angle. The upper
schematic figure shows the support frame of
the Barrel Veto. The lower plot shows the vis-
ible energy fraction vs azimuthal angle.

into 48 modules in the azimuthal direction and into four in the radial direction (192 modules in
total). Each module was made up of 16 (the innermost modules), 18, 20 and 21 (the outermost
modules) of lead-scintillator layers, with each layer being composed of a 1-mm thick lead sheet
and a 5-mm thick plastic scintillator plate (BC408, Bicron Corp.). The total radiation length in
the radial direction was 14.3, and the length in the beam direction was 1.9 m. The attenuation
length of the scintillator lights was measured to be 1.2 m from the ratio of light output at both
ends.

Signal Readout Both ends of the scintillator were attached to a 150 mm-long acrylic light
mixer, which was in turn coupled to a UV transparent acrylic light pipe (67 mm in diameter and
850 mm in length) via a flexible wafer made of silicone dielectric gel (Dow Corning SYLGARD
527), and to a 77 mm-diameter PMT (EMI 9821KB) through a hole in the end-plate of the
spectrometer. The PMTs were shielded with �-metal sleeves. The fraction of light emission
reached to the photocathode varied from 30 % (for the inner modules) to 17 % (for the outer
modules) and the average light yield was � �� photoelectrons per 1 MeV of visible energy
deposit.

Supports of the Modules 1.5 mm-thick stainless steel-plates formed a web-like frame struc-
ture, as shown in Figure 12 in the cross sectional view. They were fixed onto the four aluminum
plates attached to the magnet yoke. The support frame was tilted from the radial line, so that any
module boundary would not point to the fiducial region of the scintillator fiber target directly.
Although the frame was designed to minimize the dead material, it was unavoidable to see a
drop in the visible energy if particles passed through it. The variation was estimated with Monte
Carlo simulation, and the results were shown in Figure 16.

3.2.8 Supplemental barrel calorimeter: Barrel Veto Liner

Barrel Veto Liner (BVL) was a lead-scintillator sandwich calorimeter; it was newly introduced
into the E949 detector to increase the photon detection capability by adding more radiation
lengths at the cost of removing the outermost layers 20 and 21 of the Range Stack in E787.
From earlier studies [34] the direction of 45 degrees from the beam axis was found to be the
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Figure 17: Schematic side view of the Barrel Veto Liner around 45-degree region. The BVL
rod was extended to the inner face of the magnet end-plate.
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drops at the dip angle 
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boundary of Barrel and End region) which cor-
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region where the total radiation lengths were not enough. The new Barrel Veto Liner had a
longer active region (220 cm) in the beam direction, 30 cm longer than the original Barrel Veto.

The Barrel Veto Liner was segmented to 48 sectors in the azimuthal angle; there was only
one module in the radial direction. Each module was 220 cm long in the beam direction, 10 cm
wide in the azimuthal direction and 7.79 cm high in the radial direction, where 13 plates of 5
mm-thick plastic scintillators (BC403, Bicron Corp.) and 12 sheets of 1 mm-thick leads were
stacked alternatively. The total radiation length in the radial direction was 2.29; it increased to
3.2 for the photons emitted in the direction of the 
�Æ. Since there was no room to attach a light
mixer, a 70 cm-long UV-transparent light guide was directory attached to the rod. Also, due to
the spatial limitation, the light guide covered only the half area of the cross section of the rod.
Signals from PMT at each end were fed to an ADC, a TDC and a TD.
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Figure 19: Schematic end view and back view of the End Cap CsI detectors. PMTs were directly
connected to the crystals to maximize the light output.

3.2.9 End Cap Calorimeters

The calorimeters covering the outermost region where the opening angle of less than ��
 from
the beam direction are called the “End Caps”. Since the regions were exposed to the halo of high
intensity beam; the acceptance loss due to the accidental hits might be crucial. Thus, undoped
Cesium Iodide (CsI) calorimeters [35] for better timing resolution were used. Larger visible
fraction, which is a ratio of the observed energy in the detector to the actual deposited energy,
was realized by the full active material of CsI, and resulted in significant improvements in the
detection efficiency for low energy photons.

As shown in Figure 2, there were two End Caps located at the upstream and downstream
ends of the detector. The upstream End Cap consisted of a cylindrical array of 75 crystals
grouped into four rings, which were formed with 13 (the innermost ring), 14, 21, and 27 (the
outermost) crystals. The downstream End Cap consisted of four rings where 12, 13, 19 and 25
crystals were used, respectively (see Figure 19).

CsI crystals The CsI ingots manufactured by the Crismatec (Saint-Gobain Ceramics & Plas-
tics Inc. [36]) were cut to a right-pentagonal-polyhedron shape as shown in Figure 20 with a
dimension of A = 7.8 � 8.0 cm, B = 6.1 cm, C = 25.0 cm (Ring 1) and A = 9.9 � 11.2 cm,
B = 8.6 cm, C = 25.0 cm (Other rings) for minimization of gaps between each modules in a
cylindrical assembly. The scintillators had a density of # 	 
�� g/cm�, a short radiation length
of ���� cm, and the Moliere radius ($� ) of ��� cm. They gave good light yields with relatively
fast response; their averaged light yield was ��� pe/MeV by a direct PMT readout assuming
full photocathode coverage and the quantum efficiency of �� %. The undoped CsI crystals were
known to emit two components of scintillation light with a different time scale. The fast com-
ponent with the time constant of � 
� ns had a peak emission at a wavelength of � ��� nm
and the slow component (� ��� ns) had a smaller peak at � 
�� nm in the wavelength. Fast-
to-Total (F/T) factor defined as a ratio of “energy deposit in ��� ns ADC gate”(F) to “energy in
� �s gate”(T), a representative fraction of the fast component, was found to be around � to ��
%, typically 80 %. The slow component was removed for high rate tolerance by a 2.5 mm-thick
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Figure 20: Schematic view of the CsI crystal
for the End Cap calorimeters. The crystal was
cut to right-pentagonal polyhedron shape for
efficient packing in a cylindrical assembly.

UV band pass filter “Kenko U330”, whose transmitting band was ��� � ��� nm (FWHM). It
suppressed the slow component an order of magnitude while transmitted � �� % of the fast
component.

High field fine-mesh phototubes A fine-mesh phototube [37] developed by Hamamatsu Pho-
tonics were attached to the crystal. The PMT had a UV-transmitting glass window and a Bial-
kali photocathode with a quantum efficiency of 17 % at a wavelength of ��� nm. A diameter
of �� mm (2 in.) tubes were used for smaller crystals in the innermost ring, and 78 mm (3 in.)
tubes for others. Both had 19 stages of special dynodes made with a fine Bialkali mesh (����
wires/in.); this dynode structure allowed operation in a strong magnetic field up to 1 T. The gain
drop was significantly reduced, for example, in a � 	 ���� T of the E949 axial magnetic field;
they kept a gain of � � � � ��	 corresponding to ��
�� ����� of a typical gain of � � ��� at
zero magnetic field. The relative gain as function of magnetic field is shown in Figure 21.

Readout electronics The signal from the fine-mesh PMT was split to three ways. The first
output was fed into an 8-bit 500 MHz CCD transient digitizer having a maximum range of 256
ns for multiple hit recognition. The second one was delivered to an 11-bit ADC for energy
measurement and the last one was multiplexed with three lines from other PMTs and used for
online photon veto in a level 1 trigger logic. The typical pulse shape monitored by the CCD
is shown in Figure 22. The fast rising time of ��� ns gave a good timing resolution as shown
in Figure 23 and the short tail of 

�� ns helped to reduce a blindness effect brought by an
overlapping tail from an earlier hit.

3.2.10 Other ancillary photon detectors

Collar detector was installed to detect photons emitted with a small dip angle 
; it converted
���� � � ��� 
� � ���� in both upstream and downstream regions. The detector consisted of
24 2-mm thick lead sheets and alternatively stacked 25 layers of 5-mm thick scintillator plates
of BC404 (Bicron). It provided � � radiation lengths to the beam direction as shown in Figure
24. The downstream side collar detector was supplemented by a smaller counter called Micro
Collar detector.
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Figure 21: Gain variation of fine-mesh PMTs
as a function of magnetic field. The relative
gains, normalized by the gain at null magnetic
field, as a function of the field parallel to the
PMT axis were plotted for a sample of ten 3-
in. fine-mesh tubes. Compared with a nominal
wire-mesh PMT (shown by a dashed line), the
fine-mesh PMTs showed significant improve-
ment.
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Figure 22: Typical CsI pulse shape recorded
with a CCD transient digitizer.
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Figure 23: Typical timing resolution (rms) as
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Cap CsI single module. Solid circles show the
End Cap time resolution and open rectangles
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Figure 24: Radiation lengths plotted as a func-
tion of ��� 
, where 
 is the dip angle from the
beam direction. The angle 
 	 � is pointing
the beam downstream direction. Collar detec-
tor provided � � radiation length in the region
of ���� � ��� 
 � �����.
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3.3 Trigger and data acquisition system

The E949 trigger consisted of two-stage hardware systems. The first stage, called “level 0”,
performed event selection based on AND / OR logic with discriminated signals from each de-
tector. The next stage, called “level 1”, involved two functions of more complexed hardware
processing named “level 1.1” and “level 1.2”.

3.3.1 The level 0 and level 1 trigger systems

The level 0 trigger was a demand for a kaon in the beam followed by a single charged track into
the RS. A kaon was identified by a coincidence of hits from the Čerenkov counter, energy-loss
counter and target. A charged track was required at this level to have a coincidence of the hits
from the I-Counters and the first layer (T-Counter) and second layer in the same RS sector. The
trigger made a decision within � �� ns based on the combination of logic signals (the actual
combination varied according to the physics mode). When it was satisfied, then the level 1.1
trigger followed; at this stage, dedicated electric circuits selected a �� track based on the pulse
shape information in the RS stopping counter. It needed additional �� to �� �s for judgment.
The level 1.2 (explained later) took time up to ��� �s for the decision. The events, which passed
this level, were stored with their ADC, TDC, and TD or CCD information.

A unique character of the E949 trigger was that the trigger and DAQ were governed by two
different time strobes. The experiment involved kaon decays at rest; since the decay time is
different event-by-event, the trigger must wait the kaon decay up to several tens of nano second.
Thus, the two strobes were separately required for the counters related to the beam line, and the
counters related to the kaon decay products.

3.3.2 Minimum bias trigger

A trigger condition, named ������, was installed to collect ��� decays with the minimum
trigger constraints. The ������ trigger actually consisted of logic AND’s of the signals from
the discriminators:

������ � �� � %� � ���� � ��� � ���� (8)

where �� was a coincidence of the kaon Čerenkov counter, the B4 Hodoscope counter and the
target, ensuring a kaon in the beam. The %� required a coincidence of hits from the first and
second layer counters in the same RS sector, demanding the decay product to go into the Range
Stack. The term �������� was a requirement of hits either in the layer 6 or 7 in the same Range
Stack sector as that of T2. 2 The ���� was a requirement for the charged track to stop within the
Range Stack by confirming that the layer 19 had no hit. This requirement removed ��s from
��� decays almost completely.

Figure 25 shows the �� range versus momentum plot for the events collected by the ������
trigger, where the momentum was measured by the drift chamber and the range by the range
counter. The momentum in the figure was corrected for the �� loss in the target, and the range
was equivalent to the track length in the scintillator. Two bands observed in the plot, caused by

2The ’+’ symbol indicated logic-OR. We defined “���” as the � -th layer in the Range Stack has a hit from a
charged track (��).
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the dE/dx difference in the RS, was a key to separate �� from �� in the experiment. The band
with shorter range was originated from ��s, and was called “pion band”. There is a prominent
dense spot in the band; the monochromatic ��s from ��� decays. The tail hanging down
from the ��� peak was “��� range tail”, which was caused by multiple scatterings or nuclear
interactions of �� in the RS. The other band, which was named “muon band”, had a dense spot
from ��� decays with “��� range tail” events.

3.3.3 The �� � �� trigger

The �� � �� trigger, denoted as ��� in this thesis, was defined as below,

��� � ������ �&� � �� �$�' ��$  �
�(�) � �� ��� ���  ��� (9)

where ������ is from Equation 8. To explain how each trigger condition worked, the back-
ground rejection in the pion and muon bands are presented in Figure 26 and 27, where events
are projected onto the momentum axis. Each band was defined with the selection criteria of

� �$� ����� * � ��� � 
�� cm for the pion band

� �$� ����� * � �� � ��� cm for the muon band

respectively, where * represented the momentum and $ represented the range.

The “&�” conditions required a delayed coincidence of the I-Counter and the kaon Čerenkov
counter; the delay of � � ns effectively removed prompt beam scattering events coming from
��s contaminated in the beam. The “L11” was a hardware-based identification of �� � ��

decay chain in the �� stopping counter. A dedicated algorithm embedded in a custom chip
made a decision with the pulse height and area of the waveform recorded in the RS. Smaller
ratio of the pulse height over the area indicated a double pulse. The trigger condition accepted
the events with smaller ratio, assuming the double pulse came from �� decay. Figure 26 and
27 indicated that the L11 had large rejection (� ��) against muons at a cost of � ��% ac-
ceptance loss to pions (compare the solid circle points of the two). Note that the trigger also
removed decay-in-flight ��s or pion-nuclear interaction events by requiring that �� came to rest
in the stopping counter. The refined range mask “RNG” was another condition to remove ���.
The trigger condition made a refined range estimation with a Z hit position in the RS stopping
counter (by calculating the end-to-end time difference) with the path length in the target (by
counting the number of hits in the target fibers). By rejecting events with significant long range
tracks, this condition provided � ��� rejection against ��� with a negligible acceptance loss
of ��� as shown by the cross points in Figures 26 and 27. The requirement “NRSSC” was to
remove a charged track which stopped within the RSSC, and ensured the particle came to rest
in an active region of the Range Stack. The trigger had a ��� rejection against ��� peak events
(see * 	 ��� MeV/� in Figure 27 ) with a 50% acceptance loss of ��� (see * 	 ��� MeV/� in
Figure 26) collected by the ������ trigger.

The prior upper limit of the �� � �� decay is ���� ����; thus, ��� or more ��s from ���

events must be collected to improve the limit. �� � �� decays were rejected online with the
conditions of “(�) � �� ��� ���  � ��”, called online photon veto.
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Online photon veto The momentum of the ��s from ��� decays in the 1 T magnetic field
implied the �� tracks in the RS were fully contained within one or two adjacent hextants. The
events with activities in more than three hextants or separated two hextants have an extra particle
other than the ��. Such events were rejected by the trigger condition denoted as (�) .

The L12 had two components. One of them, called “L11 afterburner” was unrelated to
photon veto.3 The condition rejected events with an accidental hit near the stopping counter
because it might defeat the L11 with an artifact double pulse. The other component, which
was used for photon veto, rejected an event when the event had hits in both of the two adjacent
hextants while the T2 counter and the stopping counter are found in the same hextant. This
implied that single hextant fully contained the trajectory and hits, observed in the other hextant,
came from an another particle. Since the component dealt with the hextant more refined way, it
was called “HEX afterburner”.

The “�� ” rejected events if the analog sum of the BV signals was over the discriminator
threshold in a given window. The time window was typically � �� ns, which was significantly
narrowed from that of �� ns in the E787 experiment, by introducing Digital Mean-Timer Mod-
ules [40].4 The rejection capability was checked with the “trigger inefficiency” (+�� ) which is
defined as the ratio of

+�� 	
��� ���

�Total���
(10)

where �Total��� is the number of entries used in the check, � is the total visible energy in
the BV in the time range of � 5 ns from the kaon decay time. ��� ��� is the number of
entries, where the BV trigger was not asserted (= �� ). The trigger occupancy is defined as
�� +�� . Figure 28 5 shows the trigger occupancy and inefficiency as a function of the � in the
BV. The threshold, which is defined as the point giving 50 % inefficiency, was 5.2 MeV. The
“�� ” rejected an event with the signal sum over the threshold, as in the �� . The threshold
was lowered to be 1.1 MeV. The condition “��” was made from End Cap CsI signals. The
corresponding threshold was 19.2 MeV. The performance of the online photon veto will be
detailed later in the thesis.

3.3.4 Monitor triggers

Monitor triggers to collect control samples were prepared for trigger studies, DAQ performance
check, detector calibration and background studies. ������ was defined as

������ � ������ �&� � �� �(�) � �� (11)

for partial measurement of online photon-veto rejection. The ������ was a trigger to collect
��� sample by requiring charged tracks with longer range as below

������ � �� � %� � ���� � ��� � ���� � ���� � ����� (12)

3The rejection should be subtracted when one measures the rejection of the online photon veto.
4Signal arrival time would change depending on the photon z hit position. The timing resolution was determined

by the variation of the propagation time in the BV rod. But by constructing the mean time of both ends, the
resolution is improved to � 10 ns in the online level.

5Note that the x axis is “visible energy”. Inefficiency due to narrow gaps or photonuclear interactions in dead
material can not be seen in the plot, because they might be invisible (i.e. visible energy = 0.).
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where ��������������� required a hit at least in one of the layers 17th, 18th, 19th in the Range
Stack. The data were used for photon-veto acceptance measurement because ���’s should have
no activity other than single ��. Beam pions scattered into a detector (denoted as �����) were
also collected by

����� � �� �&� � %� � ���� � ��� �(�) ��� ���  � �� (13)

where �� is a requirement of coincident hits in the pion Čerenkov counter, the B4 hodoscope
and the target fiber. The delayed coincidence requirement (DC) was inverted to collect prompt
timing events.

44



Figure 25: Range versus momentum distribution of the events collected by the ������ trigger.
The band of events with longer range in the same momentum was made of �� samples and
called “muon band”. The band of events with shorter range was from ��s and called “pion
band”.
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Figure 26: Momentum distributions of the pion-band events with ��� trigger conditions im-
posed sequentially. The open histogram is a projection of the events in Figure 25 to the momen-
tum axis, and each symbol is the same distribution with the specific condition(s). The hatched
histogram shows the momentum distribution of the events collected by the ��� trigger without
photon-veto trigger conditions.
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Figure 27: Momentum distributions of the muon-band events with ��� trigger conditions im-
posed sequentially. The open histogram is a projection of the events in Figure 25 to the momen-
tum axis, and each symbol is the same distribution with the specific condition(s). The symbol
definitions are in Figure 26. The hatched histogram shows the momentum distribution of the
muon band events in the ��� data set without photon-veto conditions.
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Figure 28: Inefficiency of the online BV con-
dition as a function of energy sum observed in
the BV (visible energy) within �� ns around
the kaon decay time. The hatched histogram
is the inefficiency and the open histogram is
the trigger occupancy. The energy threshold
which gave 50% hit occupancy was 5.19 MeV.
The red line shows the fitting curve to the inef-
ficiency histogram.
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Figure 29: Inefficiency of the online BVL con-
dition as a function of visible energy in BVL
within �� ns around the kaon decay time. The
hatched (open) histogram is the inefficiency
(trigger occupancy). The energy threshold was
1.14 MeV. The red line shows the fitting result
to the inefficiency histogram.
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Figure 30: Inefficiency of the online EC con-
dition as a function of visible energy in EC
within �� ns around the kaon decay time. The
hatched (open) histogram is the inefficiency
(trigger occupancy). The energy threshold was
19.19 MeV.
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Table 11: Summary of running conditions and data acquisition.
Run condition

AGS proton momentum 21.5 GeV
Number ,� per spill on target 
�� ��� (average)
AGS spill length 2.2 sec
Spill duty factor 41 %
Total running hours 1600 hr
Average “beam on” fraction 81 %
Average “DAQ live” fraction 87 %
�� momentum 710 MeV/� (at LESBIII)
K to � ratio 3 - 4 (depend on separator)
Number of �� per spill ����� ��� (at Čerenkov counter)
Number of �� accumulated ���� ���� (in the stopping target)

Data acquisition
Trigger type # events Data size (GB)
��� ��
� ��� 7000
������ 
��� ��� 295
������ ��� ��� 262
������ ���� ��� 721

3.4 A summary of data acquisition and running conditions

The E949 experiment was originally approved by the U.S. Department of Energy’s Division
of High Energy Physics to run for 60 weeks, concurrent with RHIC [39] operations, over three
years from U.S. FY2001 to FY2003. However, the experiment was forced to finish in 12 weeks.
This analysis was based on the data collected in the period of April 24 to June 9 in 2002, by
removing some earlier runs for trigger tuning.

The E949 detector worked well in the physics run, but the beam line condition was not
optimal. Occasional discharge in electro-static separators required to lower the high voltage,
which caused a worse �� to �� ratio. Shorter spill length at the beam extraction caused nega-
tive effects on efficient data collection due to dead time. The data acquisition (DAQ) itself ran
smoothly, without any crucial trouble, even though the beam intensity was two times higher than
that of the E787, thanks to a successful update of triggers [40] for rate tolerance. Table 11 is a
summary of running conditions and data acquisition. The experiment accumulated ��� � ����

kaons in the target. The data accumulation is presented in Figure 31.
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Figure 31: Number of stopped kaons accumulated while the data acquisition systems was alive,
plotted as a function of running days.
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4 Data Analyses

4.1 Overview of data analyses

A brief description of the analysis procedures is explained in this section. The E949 FY-2002
runs recorded 140 millions of �� � �� triggers to 575 DLT tapes including other monitor
triggers. First of all, the data were skimmed out according to the trigger bit in the process
called “pass0”. In the next stage named “pass1”, the energy, momentum, and other kinematic
variables of the charged track were obtained by a reconstruction routine. The reconstructed
events were examined with some loose selection criteria and apparent background events were
discarded. In the last stage named “pass2”, the final selection criteria were imposed and the
results were used for the physics analysis. In the subsequent sections, we explain (1) how the
events were reconstructed and (2) what kinds of analysis methods and techniques were taken.
After that, we describe (3) criteria for high-purity ��� event selection, and (4) methods for
reliable background estimation without depending on Monte Carlo simulation. We explain (5)
criteria for the best photon rejection to maximize the event sensitivity, and (6) the final results
after opening the signal region.

4.2 Event reconstruction

The process of event reconstruction was composed of three stages : (1) kaon reconstruction with
beam detectors, (2) reconstruction for charged tracks from a kaon decay and (3) �� identifica-
tion in the stopping counter. In some studies, (4) photon reconstruction in the photon detector
systems was included.

4.2.1 Kaon reconstruction

In the kaon reconstruction, kaon hit times in the Čerenkov counter, BWPC1-2, B4 hodoscope
were reconstructed and the energies in the B4 hodoscope were summed for the��� separation.
The B4 hit position was employed for a check of matching quality with the kaon decay vertex
in the target. For rejection of multi-beam backgrounds, hits were examined around kaon decay
time with a double pulse fitting routine.

4.2.2 Charged track reconstruction

A charged track from kaon decay was reconstructed in the target, drift chamber and Range
Stack, making a contact with each other. The schematic view of a reconstructed event is shown
in Figure 32.

Track reconstruction in the drift chamber The trajectory of a charged track was firstly
reconstructed in the drift chamber. A circle fit to anode-wire hit positions with iterations was
performed until the �� of the fitting was minimized. After a candidate trajectory in the X-Y
plane was obtained, a track fitting in the R-Z plane was performed with a linear fit to the hit
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Figure 32: Example of a reconstructed event. A particle trajectory was reconstructed with the
target, the drift chamber and the Range Stack. The pion decay sequence was searched in the
particle stopping counter.
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Figure 33: Distribution of the reconstructed total momentum of ��� and ���.

position in the helical strips on cathode foils.6

Track recognition in the target The candidate track in the drift chamber was extrapolated to
the target. The intersection provided an initial point of the pattern recognition. The fibers, where
a pion passed through, were named as pion fibers. All the hits in the target were categorized
into three as, kaon, pion and photon hits from the energy and timing characteristics using a
likelihood technique. The average times of the pion fibers were regarded as the kaon decay
time. By double-pulse fitting to the waveform of the target fiber at the kaon decay vertex, the
pion energy in the fiber was extracted. By summing up all the energy in the pion fibers and the
extracted energy, total energy deposit of the charged product was obtained. The pion fibers were

6The track in the X-Y plane must be determined before this R-Z fit. Since the cathode strips are running in a
helical way, without X-Y hit positions, there is no way to determine the z-position.
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Figure 34: Distribution of the reconstructed total energy of ��� and ���. The ��� events had a
lower tail in the distribution; this was due to the events in which the muon did not come to rest
in the Range Stack.
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Figure 35: Distribution of the reconstructed total range of ��� and ���.

fitted to a circle, in the same way as the drift chamber, and the path length was computed. Hits
of the fibers that neither belonged to the kaon track nor pion track were recognized as hits due to
the electromagnetic shower of the photon or extra particles from the kaon decay. They would be
analyzed by a routine for hermetic photon detection. After the target pattern reconstruction was
performed, track fitting in the drift chamber was performed once again with the information of
the pion fibers to improve the matching.

Track reconstruction in the Range Stack Track reconstruction in the Range Stack started
with a search for coincident hits in the innermost two layers in the same sector called T�2. Then,
it was checked if the adjacent counter in the clockwise direction7 had a hit at the prompt timing.
If there, the adjacent counter was assigned as a track counter, and if not, further search for a hit
in the one outer layer in the original sector was performed. This algorithm continued whenever a
hit counter was found and until no candidate was found. The outermost and the most clockwise

7The positively charged particle is bent to the clockwise direction by the magnetic field.
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counter was assigned as the stopping counter, where a pion decay at rest should be recorded.
At this point, it was not certain whether the decay occurred after the pion came to rest or it
occurred in flight; the �� � �� � �� decay sequence was confirmed in the counter. The time
of the charged track in the Range Stack (track time) was calculated from the hits by averaging
their timing. The total energy was obtained by summing up their energy with a correction of
muon kinetic-energy in the pion stopping counter8.

Track fitting in the X-Y plane was performed by using the information of sector-crossing
points, if existed, and the RSSC hits with a circle. A Monte Carlo-based track propagator found
the best track giving the minimum ��. Fitting in the R-Z plane was performed separately, as
in the drift chamber, with the information of the end-to-end time difference in each counter.
Involving the extrapolated track from the drift chamber and RSSC Z information, a linear fit
was performed and the best track was determined.

Total momentum, energy and range The total kinetic energy of a charge track was recon-
structed by summing up all the energy in the target, I-Counter and Range Stack with corrections
of expected energy-deposit in the gas volume and foils of the drift chamber. The total range9

was reconstructed by adding the ranges in the target, I-Counter and Range Stack with correc-
tions of the inactive material along the path of the particle. The total momentum was calculated
by a track curvature in the drift chamber with corrections of the energy loss in the target, I-
Counter, and other material along the path. The calibration and performance were checked
by the reconstructed momentum, energy and range of the monochromatic decay products from
two-body decays ��� and ���. Figure 33, 34 and 35 are the reconstructed momentum, energy
and range distributions and Table 12 is a list of the resolutions (in rms).

Table 12: Summary of the resolutions in the kinematics reconstruction.
Measurement ��� ���

peak resolution peak resolution
momentum 205 MeV/c 1.1 % 236 MeV/c 1.3 %
energy 109 MeV 2.9 % 151 MeV 3.1 %
range 30 cm 2.9 % 53 cm 3.6 %

4.2.3 Identification of pion decay at rest

The sequence of pion decay at rest in the stopping counter

�� � �� �� (14)

�� � ������ (15)

was identified by the triple pulses induced by the pion itself, a muon appearance and a positron
from the muon decay at rest, in order to discard the events of pion decay in flight, which would

8The muon kinetic energy was contained in the given ADC gate (100 ns window), because � � lifetime is short.
On the other hand, positron kinetic energy from the muon decay was not contained because of the longer lifetime
of ��.

9equivalent to the flight range in plastic scintillator
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Figure 36: An example of �� � �� decay sequence fit. The waveform in the upper plot is
from the downstream PMT (End 1). That of the lower plot is from the upstream PMT (End 2).

cause range mis-measurement, and to reject muon backgrounds. The muon kinetic energy from
the �� � ���� decay at rest was monochromatic and 4.2 MeV. The corresponding muon
range in plastic scintillator was around 1 mm. The positron appearance should be observed
in the same stopping counter. The kinetic energy of the positron ranged from 0 to 53 MeV,
and it usually runs through some adjacent counters. Since the pion lifetime is 26 ns, the muon
signal tended to overlap a large signal from the pion dE/dx energy loss. For the �� � ��

decay search, both of double-pulse and single-pulse fittings, using a template pulse shape, were
performed to the waveform recorded by the 500MHz transient digitizers with the pion decay
time and muon kinetic energy as free parameters. Figure 36 illustrates the fitting. If the ��

of double-pulse fitting was significantly better than that of single-pulse fitting, the pulse was
judged to be composed of two pulses. The distribution of the ratio of single-pulse fitting ��

over double-pulse fitting �� is shown in Figure 37. The fitter extracted the �� � �� decay time
(Figure 38), muon energy (Figure 39). The average of observed muon energy was 3.1 MeV,
which was understood by a saturation effect of scintillators due to large energy deposit from a
stopping pion. This was corrected with the Birks constant [41] .
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the single and double pulse fittings. R(i) is
defined as the ratio, where i = 1 for down-
stream and i = 2 for upstream ends. The
open histogram was produced with kinemati-
cally tagged ��� events, and the hatched one
was from ��� events.

10

10 2

10 3

10 4

0 25 50 75 100
Tµ (ns)

π+

µ+

Figure 38: Distribution of �� � �� decay
time by double pulse fitting. The open his-
togram was produced with��� events, and the
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Figure 39: Distribution of muon kinetic en-
ergy. The open histogram was from��� events
and the hatched was ���. In the ��� sample,
a peak was at 3.1 MeV and the sigma was 0.5
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4.3 Analysis strategy

The measurement of the �� � �� branching ratio was composed of two stages of analysis: (1)
�� tag by selecting ��� events with sufficient purity, and (2) maximization of photon detection
capability to remove the �� � �� backgrounds, with parameter tuning for the best sensitivity
to the �� � ��. Throughout the analysis, we set two rules; (A) the candidate events in the
signal region should not be examined until the analysis is finished, and (B) developments and
tunning of the selection criteria (cuts) must be made with one third portion of the data uniformly
sampled from the whole data (“1/3 sample”). The remaining two-third sample (“2/3 sample”)
is kept untouched for an independent measurement of backgrounds. The analysis procedures
were determined as follows.

1. ��� event selection

The monochromatic �� from the ��� decay was selected to tag �� in the detector.

(a) Diagnosis of none-��� background sources (1/3 sample)

By listing up possible background sources from particles in beam line (kaon and
pion) or from kaon decays, it was studied that how the particles became background
candidates with the signature of the �� � ��, and considered that what kind of cuts
were effective to the rejection.

(b) Establishment of the ��� selection criteria (1/3 sample)

��� selection criteria were developed based on the diagnosis with the 1/3 sample.
The criteria were optimized with control samples and/or the 1/3 sample. The cut
positions were determined based on the background estimation with the 1/3 sam-
ple. Once the criteria were established, their parameters were fixed in the following
steps.

(c) Measurement of the tag impurity (2/3 sample)

The number of backgrounds was measured with the 2/3 sample. Measurement with
independent sample made the estimation more reliable, and helped to avoid under-
estimation from over-tuning in the cut optimization.

Since we did not expect all the types of backgrounds, in particular “pathological
events” (described later), could be reproduced by Monte Carlo simulation. Back-
ground measurements had to be made with real data using a special technique named
“bifurcation method”. (This will be explained later.)

2. Maximization of photon detection capability

We sought the most effective criteria to reject predominant decays �� � �� and �� �
����� in the ���.

(a) Scanning of the parameters in the photon detection cuts to find the optimum rejec-
tion (1/3 sample)

Measurements of the background rejection and signal acceptance were made si-
multaneously in every parameter set. A profile curve, which consisted of the best
rejection at every given acceptance, was produced (as illustrated in Figure 58 on
page 86). The profile curve shows a trade-off between rejection gain and acceptance
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loss, and plays an important role in deciding the final selection criteria. All the cuts
were determined at this point and were not changed anymore.

(b) Count the number of candidate events in the signal region. (2/3 sample)

After applying the photon rejection cut, the events in the signal region were exam-
ined. By checking the properties of the candidate events, we made sure they were
not artifact due to a loop hole of the analysis. We calculated the branching ratio or
upper limit of the decay �� � ��.

4.4 High purity ��� event selection

4.4.1 Background source diagnosis

Many types of background events can arise from kaon decay, beam particles and other miscel-
laneous reasons.

Kaon backgrounds Among various kaon-decay channels, the most possible and the most
crucial one is the ��� decay. Since the ��� has no activities other than �� in the final state, if
the �� is misidentified as the �� from ���, the event passes all the photon rejection cuts and
fakes the signal signature. Precise momentum, energy and range measurements of the charged
track suppress the background. Even when a scattering in material lowers the kinematics of
��, the identification of the pion decay rejects the muon background. The ���s are, therefore,
suppressed by at least two independent cuts. The radiative decay�� � ���������� is another
candidate. Since the ���� has one photon in the final state, the possibility that the ���� events
survives the selection criteria and regarded as the ��� decay with �� � �� is much smaller
than the possibility of the ��� events.

Backgrounds arise from neutral kaon decay generated via a charge exchange (CEX) pro-
cess, ��" � ��

�,. One of such backgrounds is ��
� � ����� �, where �� indicates negative

charged lepton (��, ��). A schematic view of the event is shown in Figure 40. If the charged
lepton escapes away to the beam direction, it is recognized as a signal when the pion kinematics
satisfies the selection criteria. Confirmation of no spatial gap between the pion fibers and the
kaon fibers at the kaon decay vertex is one way to remove the background. However, if ��

�

decay occurs right after the CEX reaction, it does not make the gap. In this case, such events
can be rejected by requiring delayed coincidence between the kaon and pion fibers. These are
summarized in Table 13.

Beam backgrounds Single charged pion in the beam, scattering into the detector acceptance,
becomes a signal candidate (“single beam background”), as shown in Figure 41. The �� tracks
of this background broadly distribute in momentum phase space. If the events are located
around the ��� kinematics region, the final state exactly meets to the event signature of “��

+ nothing”. Stringent beam-particle identification suppresses the background, but secondary
��s from kaon decays in flight are unavoidable (see Figure 42). A requirement on the time
difference between pion fibers and kaon fibers10 can reject the scattering event. However, two
(or multiple) beam particles can defeat the requirement when the first particle makes the kaon

10This time, kaon hits are mimicked by a pion
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Figure 40: Illustration of a charge exchange background. This event has the same signature as
�� � �� if the charged lepton is undetected.

Figure 41: Illustration of a single pion background event. �� in kaon beam is scattered by target
materials and observed in the detector.

time and the next particle makes the pion time (“two-beam background”). Suppose that a kaon
comes to rest in the target but another �� comes into the target before the kaon decays. This
events gives the �� � �� signature as shown in Figure 43. To discard such backgrounds, any
hit around the pion time should be examined in all beam counters. Beam wire chambers, which
have smaller spatial granularity, make sure the entering particle is only one.

Other backgrounds Some backgrounds may arise from a hardware problem or a loophole in
the selection criteria, or pathological events which we do not think about. Those events are rare
and may not be found in the background studies, hiding behind more dominant backgrounds.
We have a technique to find them out by extending a “bifurcation technique”, as described in
the section 4.4.2.
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Figure 42: Illustration of a single pion beam background involving kaon decay-in-flight in the
beam line.

Figure 43: Illustration of a two-beam background.
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Table 13: Background sources in the ��� event selection. The check mark “
	

” indicates that
the cut is effective to the background. Abbreviations include KIN : kinematics cuts with range
versus momentum relation, PID(RS) : particle identification with �� � �� � �� sequence
trace in the RS stopping counter, BTIME : Beam activity around kaon decay time, BMULTI :
multiple particles in beam line, PID(beam) : beam particle identification with Čerenkov and B4
dE/dx, DC : time difference between kaon fibers and pion fibers in the target.

Background KIN PID(RS) BTIME BMULTI PID(beam) DC gap
(1) Kaon decay category
�� � ����

	 	
�� � �����

	 	
CEX, �� � �����

	 	
(2) Beam category
Single beam background

	 	
Two-beam background

	 	

(3) Others ...
Hardware problems, loopholes in selection criteria, pathological events � � � .
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4.4.2 Bifurcation technique

“Bifurcation method” is a special technique, developed in the E949/E787 experiments, to mea-
sure a background level from real data sample using two uncorrelated cuts, without looking at
the signal region. Figure 44 illustrates the idea how the technique works in the background
measurements. In this section, we describe the technique. To make the explanation simple, we
consider the case of developing cuts for a certain type of background and we have already im-
posed cuts to suppress all the other backgrounds to an ignorable level. In the figure, we define
a two dimensional space with axes of “cut-1” and “cut-2”. Each axis shows the tightness of the
cut from the hardest point (= null acceptance, corresponding to the origin in the coordinate) to
the loosest one (= no acceptance loss, corresponding to the maximum in the coordinate). Both
axes will have the “standard cut positions” which will be used as the final cuts. The region A is
accepted by the two cuts, and thus, corresponds to the signal region (box). If the cut-1 and the
cut-2 are uncorrelated, the ratio of event A to B should be equal to C to D, because the rejection
of cut-1 does not depend on the tightness of the cut-2. We have

!�� 	 ��& (16)

! 	 ���& (17)

Equation 17 shows the number of backgrounds in the signal box can be estimated from mea-
surements of B, C and D without looking into the signal region A. Since the rejection (R) of the
cut-2 is written as $ 	 �� �&���, if we re-write the equation in terms of R, we have,

! 	
�

�� �&��� � �
(18)

! 	
�

$� �
(19)

The equation tells that the number of estimated backgrounds in the signal region (A) is obtained
from the rejection of the cut-2 (R) and the number of events (B) in the region where the cut-2 is
inverted.

Correlation check The bifurcation technique is correct mathematically if the two cuts are
uncorrelated. The correlation check is a key to get a correct estimation. There are several meth-
ods to show that the cuts are uncorrelated, but here we take the simplest method : we confirm
the cut-1 rejection doesn’t change at the various tightness of the cut-2 and vice versa, or more
generally, we change the tightness of both cuts simultaneously and see how the background
estimates changes (and check the consistency with the expectation from each rejection factor).
This study is called the “outside-the-box study”.

Outside-the-box study After masking out the signal region, the two cuts are relaxed (as il-
lustrated in Figure 45), and we perform the bifurcation technique again. The number of events
in the extended region (����) is expected to be

���� 	
��

$� � �
����� (20)

where, ���� is the number of backgrounds expected in the signal box, � � is the number of
events in the loosened area, and $� is the rejection of the loosened cut-1. Since it is allowed
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Figure 44: Illustration of how the bifurcation technique works. The region A which is accepted
by both cuts is the signal region.

to see the events in the outside-the-box region, we can directly count up the actual number of
backgrounds in the region. Changing the loosening factor (sometime loosening only one cut,
and sometime changing both cuts), the consistency of the expected numbers is examined with
the actual counted numbers. This is the basic idea of the “outside-the-box” study. The technique
is applicable to decide the signal region, if the signal box is not yet defined: starting from looser
cut, getting to tighter the cuts until acceptable background level is achieved. The process brings
us a benefit of finding out the best balance of the tightness between two cuts.

Single cut failure event In the table 13, all types of backgrounds, except for (3), are expected
to be rejected by two independent cuts. However, understanding of pathological events, which
does not have an ordinary event topology and do pass one (or both) of the cuts without seeing
any suppression, is critical for correct background estimation. Such events are not dominated in
usual sample and hard to find out. However, in the bifurcation study, they become observable
if we look at the region around the signal box. This is because, in the study, all backgrounds
are suppressed by the setup cuts11 except for the one being studied, and the backgrounds are
also suppressed by the two cuts around the signal region. Events that fail a single cut (which
corresponds to region B or C) is the good test bed to find out such events.

If the outside-the-box study does not have good agreement around the signal region, there
exist pathological events or background events that have not been taken into account. This
detection capability is an another benefit of the “outside-the-box” study.

11For example, when we perform the bifurcation study for single beam backgrounds, we need to remove other
type of backgrounds (two-beam, muon backgrounds) from the samples. To reject them, crude setup cuts are
prepared in advance.
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Figure 45: Illustration of the idea on the “outside-the-box study”. Loosening cuts allow us to see
the backgrounds in the peripheral area of the signal box. Comparison between the expectation
from the loosening factor and the actual counted backgrounds proves the cut-1 and the cut-2 are
uncorrelated.

4.4.3 Comments on the development of the ��� selection criteria

Since we aimed to achieve a better result than the current upper limit of Br(�� � ��) �
��� � ����, the tagging impurity of ���� level in ��� sample was crucial. The sample had
to be purified as clean as possible, so that the surviving backgrounds in the signal box could
be dominated by �� � �� backgrounds. This was the primarily requirement for the selection
criteria. In addition to this, the criteria should be independent of photon rejection as much as
possible. This was because, if the selection criteria had photon rejection, �� � �� decays were
suppressed and the number of �� would be underestimated.
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Figure 46: Performance of the �-� separation by neural network. Muon distribution (hatched
histogram) is from kinematically tagged��� events and pion distribution is from pion scattering
events. The neural network was tuned with the ��� and pion events using several extracted
variables from �� decay pulse fitter. Above plot was produced with independent data sets to
avoid the tuning bias. Events with the neural network output less than 0.76 is discarded as
backgrounds.

4.4.4 Muon background suppression

Kaon decays �� � ��� or �� � ���� should be rejected by the ��� selection criteria,
since they had no or less photon in the final state, compared with �� � ��, and could fake
the �� � �� signature easier. Cuts for the �� decay sequence, dE/dx in the Range Stack were
employed for their rejection.

CUT-1 : Pion decay sequence cut Pion decay sequence cut consists of the following require-
ments :

1. �%���� � %��� 
 ��� ns, where %���� is the time of �� coming to rest, and %�� is the
track time in the Range Stack.

This confirms that the extracted pion time is consistent with the track time.

2. Waveforms of the prior two layers to the pion stopping counter is fitted with a double-
pulse finder. If they have a coincident secondary pulse at the extracted muon timing, i.e.
�% � %����� � � ns where % is the coincident hit time and %���� is the extracted muon
time, the event is rejected by assuming the muon hit comes from accidental activities.

3. Cut on the �� � �� pulse fitting quality with neural network.

The decay pulse fitter for the stopping counter in the RS provided us the ��, muon time,
and so forth, as described in the section 4.2.3. However, it was difficult to set the individ-
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Figure 47: Signed maximum dE/dx deviation in the Range Stack. The hatched histogram is a
muon sample and the open histogram is pions. The sign (� or�) is from ���� ����

��� � ��������
	���.

Events with the maximum deviation is less than 4.0 are accepted as signals

ual cut position with proper balance of the tightness. Neural network was built with six
variables from the fitter outputs;

(a) �������
���� � ������, where ���-� is from the single-pulse fit at the end -.

(b) ������$��� �$����, where $�-� is a �� ratio of the single-pulse fit to that of double-
pulse at the end -.

(c) extracted muon energy

(d) extracted muon time

(e) .�� .�; z position difference between the pion coming to rest (.�) and that of muon
appearance (.�). The z position is reconstructed from the energy ratio of both ends.

(f) time difference between both ends

The neural network was trained with two control samples; pion scattering events (as signal
sample) and ��� events (as background sample). The performance was evaluated with
an independent sample as shown in Figure 46. The cut position was set at 0.76, which
provided a rejection � ��� against muon backgrounds at the cost of 15 % acceptance
loss.

CUT-2 : Particle identification cut with dE/dx in the Range Stack As shown in Figure 25
on page 45, the Range Stack dE/dx provided large rejection against muons. The cut-2 was built
with a series of the Range Stack dE/dx cuts;

1. Maximum allowed deviation from the expected energy.
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Figure 48: Likelihood distribution constructed from the dE/dx difference in the Range Stack.
The cut position is set at 10.

In each counter, expected energy deposit can be calculated from the incident pion energy.
Deviation (��) of measured energy from that of expected

�� � �����
��� � �����

	���

	�
(21)

is computed by assuming the particle is pion12, where ��
���, �

�
	��� is the expected and

measured energy deposit in the --th counter. Logarithm is computed to avoid the diver-
gence of �� even with the events in the Landau tail. 	 � is the resolution of ���� �

	���,
which is varied depending on the � �

	���. If the maximum energy deviation MAX������,
where - runs through 1 to #counters, is greater than or equal to 4.0, the event is discarded
as a muon event. The maximum deviation distribution is plotted with muon and pion
samples in Figure 47.

2. Likelihood cut for dE/dx difference. A likelihood is constructed from the energy differ-
ence (�����

��� � �����
	���) using all track counters except for the stopping counter. The

constructed peaks are well separated between the pion and muon samples as shown in
Figure 48. Events with the likelihood less than 10 is accepted as pions.

3. Confidence level cut for the deviation. Confidence level is computed with all ��’s except
for that of T-counter, the stopping counter and the counters with the sector crossing track.
The confidence level is plotted for both pion and muon samples in Figure 49. It shows
good discrimination capability against the muon sample. The cut position is set at the
confidence level / ���
 for normal events. For a safety reason, if the signed maximum
deviation (see Figure 47) is positive, the cut position is tightened to 0.2.

12Even if the charged track is muon, the pion assumption is used
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Figure 49: Confidence level distribution computed from dE/dx deviation in the Range Stack.
The open (hatched) histogram is produced with pion (muon) sample. The cut position is set at
0.04. If the signed maximum energy deviation is positive, the cut is tightened to 0.2.

Table 14: Summary of the bifurcation analysis in the muon background measurement. The
rejection of pion decay sequence cut ($��) was measured with the sample collected with the
inverted Range Stack dE/dx selection. ��� was the number of entries measured with the in-
verted TD cut.

1/3 sample 2/3 sample
Before TD cuts 28597 56675
After TD cuts 27 75
Rejection ���������

����� � ��� ��������
����� � ���

��� (inversion) 169 277

The number of muon backgrounds in the signal region The rejection of the �� decay
sequence cut ($��) was measured with the 2/3 sample with all ��� selection criteria except for
the inversion of the Range Stack dE/dx cuts (the cut-2). The measured rejection was $�� 	
��������

����� � ���. The result is summarized in Table 14. The number of entries (��� ) surviving
after all cuts except for the inversion of �� decay sequence cuts was measured as shown in the
table. The resultant number was 277 events with 2/3 sample.

Based on the bifurcation technique, the number of muon backgrounds (�	 !�) in the signal
region was estimated to be

�	 !� 	
���

$�� � �

	
�

��������
����� � ��� � �

	 ��������
����� � ���� (22)
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4.4.5 Single beam background suppression

E949 ran under the beam condition of 4/1 �� to �� ratio, which was down to 3/1 later due
to the separator problems. The number of �� in the beam are expected to be the same order
of magnitude as that of kaon at the E949 detector entrance. As explained in section 4.4.1,
�� scattered into the detector volume must be well identified with the Cerenkov counter, the
B4 hodoscope and delayed coincidence. We defined two independent cuts for the single beam
background suppression.

CUT-1 : dE/dx cut in the B4 hodoscope Figure 50 shows � / � separation capability from
dE/dx energy loss in the B4 hodoscope counter. The average velocity at the B4 hodoscope was
estimated from Monte Carlo simulation to be around � � ��� for kaons and � � ��� for pions,
which resulted in a fairly good separation of the dE/dx distributions as shown in the figure. The
cut position was set at 1.1 MeV (indicated by the vertical dotted line). Although the cut did not
work to the pion’s Landau tail flowing into the kaon distribution, it could significantly reduce
pions. Note that primary pions 13 were also suppressed by the Čerenkov counter.

CUT-2 : Delayed coincidence cut in the target Figure 51 shows a distribution of %� � %� ,
which is difference between the kaon fiber time (%�) and the pion fiber time (%�). As shown in
the figure, pion scattering events made a sharp peak at a prompt timing. This provided strong
discrimination capability against the beam induced backgrounds. Normally, the cut position
was set at %��%� / � ns, which was four sigma away from the pion background peak. But for
a safety reason, the cut position was tightened depending on the quality of the timing strobes.
For example, events with longer range in the target had more pion fibers, which resulted in the
better timing accuracy in the strobe reconstruction. On the other hand, kaon decay near the
target edge provided less pion fibers (sometimes no fiber was available.), which caused much
worse resolution in the reconstruction. The delayed coincidence cut was composed of 9 sub-sets
including the nominal one.

1. %� � %� / � ns for the normal case.

2. %� � %� / � ns if the number of pion fibers is less than four.

3. %� � %� / � ns if “beam likelihood” is less than 200. The likelihood distribution is
shown in Figure 88 on page 138 in Appendix.

4. %��%� / 
 ns if there is a kaon fiber (-) whose timing (% �
�) is more than 2 ns away from

the averaged kaon fiber time (%�); �% �
� � %� � / � ns.

5. %� � %� / 
 ns if there is a pion fiber (-) whose timing (% �
�) is more than ��� ns away

from the averaged fiber time; �% �
� � %�� / ��� ns.

6. %� � %� / 
 ns if the kaon energy deposit in the target is less than or equal to 50 MeV.

7. %� � %� / � ns if the kaon hit time in the B4 hodoscope (%��) is more than 1 ns away
from the kaon fiber time; �%� � %��� / � ns.

13pions existed in beam before the Čerenkov counter.
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Figure 50: Energy deposit in the B4 hodoscope. The hatched histogram was made with pion
scattering events by requiring a hit in the pion Čerenkov counter and no delay in the pion fiber
time. Kaon distribution (open histogram) was produced with kinematically tagged ��� events.
The Landau distribution was fitted with an gaussian function. The sigma was 0.43 MeV. Events
with the B4 energy smaller than 1.1 MeV were discarded.

8. %� � %� / � ns if no pion fiber is found. %� is borrowed from the I-counter hit time.

9. %� � %� / � ns if the discrepancy is more than 1.5 ns between the pion fiber time and
the pion track time (%��) in the Range Stack; �%� � %��� / ��� ns.

The number of single beam backgrounds in the signal region The number of the single
beam backgrounds was estimated with the bifurcation technique in the 2/3 sample. The bifur-
cation study started with imposing setup cuts (see Appendix B.1 on page 143) to isolate the
single beam backgrounds. Rejection of the delayed coincidence (DELC) was measured with
the sample which was selected with the inverted B4 dE/dx cut (the cut-1). This is equivalent
that the DELC rejection was measured with the background dominated sample with the inver-
sion of the B4 dE/dx cuts. The resultant rejection $�"�# is listed in Table 15. The DELC
was found to be so powerful that there was no event observed after its imposition. Some of
the setup cuts, which were apparently uncorrelated with the DELC, were removed to gain more
statistics. Turning off the �� decay trace cut and several kinematics cuts, the DELC rejection of
$�"�# 	 ��������	

����� � ��� was obtained (see the rightmost column in the table). By comparing
the number with other rejections measured with tight setup cuts in the table, it seemed low.
This is considered that none-single beam backgrounds might contaminate the sample. Since we
wanted to stand on a safety side in the background measurement, we assumed the contamina-
tion actually happened, and used the value for the rejection. As a check, the consistency of the
rejection factor was compared with that of the 1/3 sample (which was used for cut design); No
significant discrepancy was observed.

The number of observed events after application of the inverted DELC cut (��"�# ) was 50
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Figure 51: Difference between the kaon fiber time (%�) and pion fiber time (%�). The hatched
histogram was produced with pion scattering events tagged with a requirement of pion-like
dE/dx in the B4 hodoscope. The open histogram was produced with kinematically tagged ���

events. The pion scattering events made a sharp peak at prompt beam timing (%� 	 %�). The
resolution was 0.5 ns with a gaussian fit. Decay-time fit to the ��� events was performed. The
obtained lifetime �� was � �� ns, which was consistent with the Kaon lifetime of �����
 �
�����
. The cut position varied depending on the reconstruction quality of the timing strobes.

in the 2/3 sample (see Table 16). By following the bifurcation technique, the number of single
beam background (���$��	) was

���$��	 	
��"�#

$�"�# � �

	
��

��������	
����� � ��� � �

	 ��������
����� � ���� (23)

in the 2/3 sample. The corresponding number in the 1/3 sample was ��� � ����, which is
consistent with that of the 2/3 sample.
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Table 15: Rejection measurement of the delayed coincidence (DELC). The table contains the
number of entries before and after the DELC in the 1/3 and 2/3 sample. There was no event
observed after the DELC imposition with all setup cuts in the 2/3 sample.

All setup cuts All setup cuts but for All setup cuts but for
- �� decay trace cuts - �� decay trace cuts

- some kinematics cuts
1/3 sample measurement

Before DELC 4172 12258 19241
After DELC 1 1 12
Rejection 
�������

����	 � ��� ���������
����� � ��� ���
���	�

����� � ���

2/3 sample measurement
Before DELC 8283 24546 38290
After DELC 0 1 25
Rejection — ��
������

����� � ��� ��������	
����� � ���

Table 16: Summary of the entries with the inverted DELC cut.
1/3 sample 2/3 sample

After &�� cut 30 50
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4.4.6 Two-beam background suppression

Single beam backgrounds were found to be suppressed by the DELC design as shown in the
previous section. However, the DELC might be defeated if two beam particles came in, and the
first particle was missed after giving the kaon fiber time, and then the second particle provided
the pion fiber time. For rejection of such events, it should be confirmed that the entering particle
was only one. Close examination on the beam wire chambers and Čerenkov counter around the
charged track time determined by the Range Stack was the most effective way to reject these
events.

CUT-1 : Extra particle cut by the B4 hodoscope The B4 hodoscope placed in front of
the target was the best counter to detect an extra particle entering the target. The cut 1 was
composed of following sub-sets. If any of the sub-sets was satisfied, the event was rejected.

1. Events with a hit in �%�����# � %�� � � ��� ns, where %�����# is the B4 hit timing from
the TDCs and %�� was the track time reconstructed in the Range Stack.

2. Events with a hit in �%����� � %�� � � ��� ns, where %����� is timing of the hit, whose
energy is greater than 0.7 MeV, measured with the CCD-based transient digitizer (TD).

3. Events with a hit in �%���#�� � %�� � � ��� ns, where %���#�� is the cluster hit timing.
The cluster is reconstructed with the second pulses extracted from the TD waveforms by
double-pulse fitting. Second pulse is found when the �� ratio of single-pulse fitting to
that of double-pulse fitting is greater than 2.5.

CUT-2 : Extra particle cut by the Čerenkov counter and Beam wire chambers The cut 2
was composed of following sub-sets. If any of the sub-sets was satisfied, the event was rejected.

1. Event with a hit in �%�%��%�� � � 
�� ns or �%�%��%�� � � 
�� ns, where %�%�, %�%�

are hit times in the Beam wire chamber 1 and 2, respectively.

2. Event with a hit in �%�� � %��� � ��� ns, where %�� is the hit time from kaon Čerenkov
counter, and more than four K-PMTs were fired.

3. Event with a hit in �%����� � %�� � � ��� ns and more than four K-PMTs have the hit in
CCD-based TD waveforms. The TD is used for multiple hit detection.

4. Event with a hit in �%�������� � %�� � � ��� ns when %� � %� � �� ns and more than five
K-PMTs are fired. Here, %�������� means TDC trailing-edge time.

5. Event with a hit in �%��������� %��� � ��� ns when �� � %� � %� � �� ns and more than
one K-PMT is fired.

6. Event with a hit in �%�������� � %�� � � ��� ns when %� � %� / �� ns and more than five
K-PMTs are fired.

7. Event with a hit in �%���%�� � � ��� ns, where %�� is the hit time from the pion Čerenkov
counter, and more than four pion-PMTs are fired.
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Table 17: Summary of the cut-2 rejection in the two-beam background measurement.
Kaon branch Pion branch

1/3 sample 2/3 sample 1/3 sample 2/3 sample
Before the cut-2 264 473 9023 18268
After the cut-2 5 11 2 11
Rejection ���������

����� � ��� 
��������
����� � ��� 
����	���

����� � ��� ���������
����� � ���

Table 18: Summary of the entries with the cut-2 inversion in the two-beam background mea-
surement.

Kaon branch Pion branch
1/3 sample 2/3 sample 1/3 sample 2/3 sample

After the cut-2 inversion 67 98 304 644

8. Event with a hit in �%������ %��� � ��� ns and more than four pion-PMTs find the hit in
CCD-based TD waveforms.

9. Event with a hit in �%���������%�� � � ���with more than five pion-PMTs are fired. %��������
is the TDC trailing-edge time in the pion Čerenkov counter.

The first sub-set is called “BWTRS”. The combination of the second to sixth (seventh to
ninth) sub-sets is called “CK2BM” (“C�2BM”). 14

The number of two-beam backgrounds in the signal region The number of two-beam
background was measured with the bifurcation technique. The two-beam backgrounds were
isolated with the setup cuts. The concrete cut list are shown in Appendix B.2 on page 145.

The measurement of the two-beam backgrounds was branched on the basis of the second
particle type. This was because the situation drastically changed with the type. The character-
istics are summarized as follows,

� Pion branch :

The first particle was �� and the second particle was �� which was originally in the
beam.

Characteristics :

1. Huge number of entries in the beam.

2. Stringent rejection with the pion Čerenkov counter.

� Kaon branch :

The first particle was �� and the second particle was �� which was from kaon decay-in-
flight occurred downstream of the Čerenkov counter.

14CK2BM, C�2BM : “C” stands for Čerenkov and “2BM” tells that these cuts are for Two-BeaM background
suppression.
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Characteristics :

1. Not so many entries in the beam.

2. Lower rejection with the kaon Čerenkov counter.

The second particle, ��, could be vetoed by the kaon Čerenkov counter, but, fre-
quently it could pass through unvetoed due to the detector dead-time caused by the
preceding particle.

The kaon branch was tagged by the C�2BM15 and the pion branch was tagged with CK2BM16.
Each type of the backgrounds was individually dealt with. The rejection of the cut-2 for
each branch was measured with the inverted cut-1. The obtained results were $�$��	�&�!� 	

��������

����� � ��� for the kaon branch and $�$��	���!� 	 ���������
����� � ��� for the pion branch,

respectively. The results are summarized in Table 17. The numbers of entries with the cut-2
inversion were measured to be 98 for the kaon branch (��$��	�&�!�) and 644 for the pion branch
(��$��	���!�) as shown in Table 18.

Following the bifurcation method, the number of backgrounds in the kaon branch (��$��	�&�!�)
in the signal region was

��$��	�&�!� 	
��$��	�&�!�

$�$��	�&�!� � �

	
��


��������
����� � ��� � �

	 ���������
������ (24)

and the number of backgrounds in the pion branch (��$��	���!�) was

��$��	���!� 	
��$��	���!�

$�$��	���!� � �

	
�



���������
����� � ��� � �

	 �������	�
����� � ���� (25)

The measurements with the 2/3 sample gave consistent results with the expected numbers
in the 1/3 sample analysis.

15No pion activity in the Čerenkov counter
16No kaon activity in the Čerenkov counter
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Table 19: Number of none-��� backgrounds in the signal region. The number of each back-
ground is listed in the third column. That of 1/3 sample, which was obtained in the preliminary
study of designing the selection criteria, is listed in the rightmost column.

Background type Sub category # events (2/3) # events (1/3)
Muon background —- ���
�����

����� ����
Beam background single beam ���������

����� ����
two-beam (kaon branch) ���������

����� ����
two-beam (pion branch) ��������	

����� ���
Total ���������

����� ��


4.4.7 Evaluation of the K�� tag impurity

With combining all results of the bifurcation analysis, the measured number of none-��� back-
grounds in the signal region was ���������

�����. For reference, the number of each background was
listed up in Table 19. As seen, the most dominated background was the two-beam background
of ���������

����� with ��s from kaon decay-in-flight events. After applying the ��� selection crite-
ria, the number of accumulated ��� events was ����� ���. 17

Summary of the ��� selection A sample of ���� � ��� ��s (���) were collected with the
��� � ���� stopped kaons. The expected none-��� backgrounds in the sample was ���������

�����,
which corresponded to the impurity of � ����. Assuming the �� � �� search is not be limited
by the inefficiency of �� � �� background, a sensitivity level of ���� would reached.

17The number took into account the � � � �� suppression factor in the online trigger. The trigger suppression
factor will be detailed later.

75



Barrel

Range Stack

Drift
ChamberVeto

Target
I

T

(b)

RSSC

BVL

50 cm

Pion
e-

Barrel

Range Stack

Drift
ChamberVeto

Target
I

T

(b)

RSSC

BVL

50 cm

Pion

γ

Figure 52: Examples of events with an overlapping electron and photon. When electrons or
photons originated from �� � ��, �� � ����� decays overlapped with the �� track, they
might cause a problem in the reconstruction. The electron overlapping event (left) interrupted
the track counter finding and that of photon overlapping (right) might make the �� energy
overestimated with the photon energy. Both cases resulted in acceptance drop when the ���

selection.

4.4.8 The correction factor ����

The disruption correction, denoted as ����, was a correction factor introduced to compensate
for unintentionally rejected �� � �� events during the ��� selection process. Photon activities
by �� � �� around or on the �� track would interfere in the reconstruction with a fake counter
or anomalous 0��01 hit18 as shown in Figure 52. Such events would fail to reconstruct the ��

track properly, and result in acceptance loss. Even if the reconstruction succeeded, a part of ���
energy was added to the reconstructed �� energy. They were then rejected by the energy cut
for the monochromatic ��.

In the offline ��� selection, the cuts were carefully designed not to cause photon rejection,
since it would underestimate the number of ��. However, online trigger conditions did have the
photon rejection. For example, the muon rejection condition $�' (see the definition on page
42), which rejected long range tracks, had unwanted rejection against ��� events with a photon
radiated in the outer layer of the Range Stack. This should be also corrected.

The correction factor ���� was estimated with two sets of Monte Carlo data. One was a set
of standard ��� events, where all ��s decayed into the predominant channels of �� or �����.
The other was a set of non-standard ��� events, where all ��s were assumed to undergo �� �
�� decay. Difference in the �� reconstruction efficiency and rejection of the ��� selection
criteria were examined19 and the results were shown in Table 20. The observed difference
was ������� ������	 

�
����������. In the rightmost column of the table, one can see a
tiny fraction of events were rejected by photon rejection cuts, although they had no photon in
the final state. The over-rejection factor was ������� �������	 �����������. Taking into

18It prevented from linking the trajectory
19Only the relevant cuts were investigated.
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Table 20: Summary of the correction factor ���� estimation. The numbers of entries are listed
in the order of imposed cuts. The “KP2BOX” is the monochromatic momentum, energy and
range cuts in the ��� selection process. Other trigger definitions are shown on the page 42 in
the trigger section. The L1.1, which required pulse shape of �� � �� decay, and the L1.2, had
photon rejection, were not included in the simulation.

Nominal ��� events ��� with �� � ��
# of generated events ���� ��� ���� ���

+ ������ trigger 1036482 1007045
+ ID � DC 882227 852338
+ L1.1 � L1.2 — —
+ RNG 484895 521401
+ NRSSC 477289 518411
+ KP2BOX 385506 446491
Additional setup cuts — 262719
Online photon rejection — 262715
Offline photon rejection — 257715

account the over-rejection, the���� was measured to be���� 	 ���
����� �	 ��������������.

4.5 Search for �� decay to nothing with kinematically tagged ��s

In this section, cuts to reject �� decay to �� or other visible final states are described. Since the
most dominant �� decay is �� � ��, the cut was named “photon veto”. The photon veto was
composed of two parts; online and offline photon veto. The online photon veto was described
in the trigger section on page 43. In this section, its performance (rejection and acceptance)
is presented. The offline photon veto will be considered in section 4.5.5 based on studies of
photon detector performance (section 4.5.4). Its rejection was maximized with optimization
process described in section 4.5.6.

4.5.1 Rejection measurement of the online �� � �� veto

Online photon veto was composed of the following conditions : (�) , (�)-afterburner,
�� , ��  and �� (see the trigger section on page 43). The rejection was measured with two
different methods.

1. Method-1 : Starting from the minimum bias event sample, taken by ������ trigger, we
simulated ��� trigger without the online photon veto in the offline. Actually, these events
which satisfied the conditions &� � �� � $�' � �$$ � were selected among the
������ events. The event sample, denoted as “���NOPV”, was then purified with the ���

selection criteria. The online rejection was measured with the number of entries before
and after applying the online photon veto conditions.

This is a reliable and robust way. However, due to statistical limitation of the ������
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Table 21: Rejection measurement of the HEX and the HEX-afterburner conditions in the online
photon veto.

# events Rejection
������ sample — —
+ &� � �� �$�' ��$  � — —
+ ��� selection criteria 36680 —
+ HEX 12194 ������ �����
+ HEX afterburner (simulation) 10986 ������ �����
+ L1.2 10491 (���
� �����)
Total ������ ����

Table 22: Rejection measurement of the �� , ��  and �� conditions in the online photon
veto.

# events Rejection
������ sample — —
+ $�' ��$  � — —
+ ��� selection criteria 176098 —
+ �� ���  ��� 97 ����� ��


events, the resultant number would have large error. 20

2. Method-2 : Both ��� and ���NOPV events were purified with the ��� selection criteria.
The rejection was measured from the ratio of the numbers of ���NOPV events to that of
��� with taking into account the trigger prescale factors of ������.

Since the method did not need to apply the photon veto to the������ events, the statistical
error would be small. However, any unknown data loss in one of the samples would
become a source of systematic errors.21

The two measurements were individually performed. When both measurements gave the
consistent results, the result of the Method-2, the result of the smaller statistical error, would be
accepted. If inconsistent, that of the Method-1 would be accepted.

Measurement with the Method-1 Table 21 shows the resultant rejections of the (�) and
(�)-afterburner conditions with the Method-1. Since the HEX-afterburner was embedded
in the L1.2 condition, the rejection was estimated with the software-based emulation. The
rejection of the combined two conditions was ���������� (	 �����������). The rejection of
the L1.1-afterburner ($�����'���), which was embedded in the L1.2 with the (�)-afterburner,

20Online photon veto was primarily designed to have a rejection of � �� �. If we want to measure the rejection
with 10 % statistical error (= 100 events observation after the cut imposition), more than �� � events (= ��� ����
events � other trigger rejection � acceptance loss at the ��� selection) are required.

21Storage full, data corruption, DAQ problem in hardware/software level � � � , everything. No data loss in the
physics trigger of ��� was confirmed with various ways. However the calibration trigger of � ����� was not.
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Table 23: Rejection of online photon veto with the Method-2. The third column shows the
number of offline events after the ��� selection criteria. Forth column shows the number of
entries with prescale factors. Although the ��� data were collected with no prescale, the������
data were collected with various run-dependent prescale factors.

Trigger type Selection # events #events � prescale
������ + &� � �� �$�' ��$  �

+ ��� selection criteria 24523 ������� ����

��� + ��� selection criteria 476441 ��
�
� ���

Trigger ratio ����� ��

was $�����'��� 	 ���
������. The $�����'��� was used as a correction factor in the Method-2.
The rejection of the �� ���  ��� condition was measured as shown in Table 22. Combining
the both results, the total rejection of online photon veto was ����� ���.

Measurement with the Method-2 The number of the ���NOPV events, after application of the
��� selection criteria as well as the prescale correction, was ������ � ���� as shown in Table
23. The corresponding number for the ��� trigger was ��
�
����. The ratio gave rejection of
������� (	 ��������������
�
����). The number included the L1.1-afterburner rejection
($�����'��� 	 ���
� �����) embedded in the L1.2. By subtracting the contribution, the actual
rejection of the online photon veto was measured to be ���� �� (	 ��������
).

Summary of the rejection measurements By comparing the rejections, �������� in Method-
1 and ��� � �� in Method-2, they were found to be consistent within the errors. Thus, the
number of ��� � �� was used as the total rejection factor of the online photon veto in the
further analysis.

4.5.2 Acceptance measurement of the online �� � �� veto

Online photon veto rejected events with accidental hits even if the events did not have a photon
in the final state. This effect, resulting in apparent acceptance loss, should be corrected. In this
section, the acceptance measurement with the ��� sample is described. The ��� sample have
no photon in the final state, and whose signature is close to that of �� � �� of ��� decay, i.e.
two body decay with one charged track.

The ��� selection criteria ��� events were skimmed out from������ sample, whose trigger
definition is shown in the trigger section on page 43. The ��� selection criteria should have a
impurity below ����. This purity was achieved with the selection criteria shown in Appendix
A.10, where beam background cuts (from the ��� selection criteria) and the monochromatic
�� selection cuts were employed.

Contamination of the backgrounds �� � ���� was crucial because they were always
rejected by the photon veto and their contamination would cause underestimation of the ac-
ceptance. However, thanks to their small branching ratio (0.5 %) and the suppression by the
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Table 24: Acceptance measurement of online photon veto. (�)-afterburner condition was
simulated with software codes. The ���� �����, which were originally prepared for the layer
20th and 21th counters in the Range Stack in the E787, seemed to caused acceptance loss.
Although the acceptance loss was negligible, we decided to include it as a part of the online
photon veto.

# events Acceptance
������
+ Additional trigger bits
+ ��� selection criteria 15183
+ HEX 14168 0.933�0.002
+ HEX afterburner (simulation) 13869 0.979�0.001
+ �� 13711 0.987�0.001
+ �� 13562 0.989�0.001
+ ��  13308 0.978�0.001
+ ���� � ���� 13220 0.993�0.001
Total acceptance 0.871�0.003

monochromatic �� selection, it could be negligible. Another backgrounds of �� � �����,
whose branching ratio is 3.27 %, was also negiligible, because its �� momentum differed sig-
nificantly from the monochromatic �� of ���.

The resultant acceptance Table 24 shows the measured acceptance of each condition in the
online photon veto. In the measurements, the condition of no hit in the layer 19 of the Range
Stack was imposed as a setup cut to confirm muons did not reach the BVL. Each acceptance loss
was measured with the number of entries before/after the application of each trigger condition.
The total acceptance was 0.871�0.003.

4.5.3 Summary of the performance of the online �� � �� veto

��� events with �� to �� decays or other visible final states were suppressed by the online
photon veto with a rejection factor of ��� � ��. Its acceptance for ��� events with �� �
“nothing” was measured to be ����� �����.
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Table 25: Timing resolutions in various photon detection systems. Difference in the resolution
between the BV and BVL was due to the TDC performance. (Abbreviations; BV = Barrel Veto,
BVL = Barrel Veto Liner, EC = End cap calorimeter, RS = Range Stack, TG = Target, IC =
I-Counters, VC = V-Counters, CO = Collar counters, CM = Micro-Collar counters.)

System Resolution (ns) System Resolution (ns) System Resolution (ns)
BV 1.2 RS 0.7 VC 1.3
BVL 0.7 TG 1.8 CO 1.2
EC 1.6 IC 1.1 CM 1.0

4.5.4 Preliminary studies for designing offline �� � �� cuts

To design offline photon veto, we investigated what kind of cuts were required and/or effective
to suppress the �� � �� backgrounds. The photon veto was determined with studies on the
performances of the photon detectors.

Timing resolutions of the photon detectors Timing resolution of each photon detection sys-
tem was key information to determine the timing window of photon veto. Better resolution
provided a good rejection even with narrower windows, which could reduce the acceptance
loss. The upper left plot in Figure 53 shows the photon timing distribution in the BV. The res-
olution of 1.2 ns (RMS) was obtained in the BV. Timing resolutions for other photon detection
systems are summarized in Table 25. All the detectors achieved timing resolutions better than
2 ns. To improve the detection inefficiency, stringent rejection against low energy photon was
important. Timing resolution with low energy photon should be checked. The upper right plot
in Figure 53 shows the resolution as a function of energy in the BV. As shown in the plot, the
resolution got worse as the visible energy became smaller. A factor of two worse resolution
was observed at the visible energy of 0.2 MeV. This kind of plots for other systems are shown
in Figure 95 on the page 149 in Appendix. They indicated necessity of the wider time windows
for rejection of low energy photons, not only lower energy thresholds.

Blind effects by early accidentals Multi-hit TDCs were employed for determination of the
photon hit timing at the data acquisition. Thus, there was, basically, no problem to detect
the second pulse even if more than two hits came after the TDC start gate. However, when
successive two particles came in with very close timing, the pulse of the second hit was hidden
in the tail of the first pulse. This resulted in only one hit recorded in the TDCs (masked hits)
and made us mis-measure the timing of the on-time real photon to be earlier. Such events would
increase as the beam instantaneous rate. The lower left plot of Figure 53 shows the existence
of the masked TDC hits in the BV. Events in the region of ���� � ��� ns had an excess of
events with a similar energy distribution with that of prompt events, although the timing was
significantly early. On the other hand, no excess in early time was observed in the ��� sample
(hatched histogram). The same phenomenon was also seen in the BVL timing distribution. For
the rejection of the masked hits, photon veto of wide window with higher energy threshold22

was required for the BV and BVL.

22Since wide veto window caused large acceptance loss, the energy threshold should be loosened.

81



  1662.    /     5
Constant  0.1165E+06   205.8
Mean -0.4868E-01  0.1869E-02
Sigma   1.225  0.1863E-02

BV timing distribution (ns)

0

5000

10000

x 10

-10 0 10
BV visible energy (MeV)

T
im

in
g 

re
so

lu
ti

on
 (

ns
)

0

1

2

3

4

10
-1

1 10

BV timing distribution (ns)

10 2

10 3

10 4

-50 0 50 100
BV hit timing (ns)B

V
 v

is
ib

le
 e

ne
rg

y 
(M

eV
)

0

20

40

60

80

100

-50 0 50 100

Figure 53: Photon detection performance in the BV. The upper left figure shows a photon timing
distribution. The peak was standing at the prompt timing of 0 ns with the width (RMS) of 1.2
ns. The width varied as a function of energy as shown in the upper right figure. It indicated that
wider veto window was required for the rejection of low energy photons. In the lower left plot,
��� decay (the open histogram) showed a significant excess at the time range of (-50 ns : -10
ns) compared with that of ��� decays (the hatched histogram). To check the excess, a scatter
plot of the energy vs timing in the BV was made (the lower right plot). The earlier hits had
significant energy and were not regarded as noises nor accidentals. Their energy distribution
shows a similar shape with that of the prompt peak.

Micro-structure of two timing peaks in the BVL It was found that the timing distribution
in the BVL had a micro-structure of two peaks as shown in the left plot of Figure 54. It was
checked that the earlier peak was from neither any particular counter nor any particular run
as one suspected a possible mistake in calibration. Since the earlier peak had higher energy
distribution than that of the prompt peak, a mechanism of double photon hitting in the same
BVL rod was considered. The mechanism, illustrated in Figure 55 (left side), involved two
photons impinging simultaneously. In the mechanism, since each photon made a hit near the
each end, the averaged time of both ends was shifted to early time due to the small propagation
length. A phenomenon, supporting this interpretation, was observed in the end-to-end time
difference distribution as shown in the right plot of Figure 55. Unnaturally localized spot of
the earlier peak was seen at the zero time difference. Offline photon veto should deal with the
earlier peak with wide veto window. The cuts with wide window and loose energy threshold,
which was suggested in the study of masking effect, would help the rejection.

Single-end (unpaired) hits A “single-end” hit is an unpaired hit, where a hit is observed at
only one end. Such an event was caused, most likely, by low energy photons with small polar
angle, hitting one of the far-end of the Barrel rod. In such a case, a hit could be observed at the
closer end, but not at the opposite end due to light attenuation with much longer propagation
length. This was considered as one of the photon missing processes. Thus, the offline photon
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Figure 54: Observed photon hits in the BVL. The BVL had a micro structure of two peaks in
the timing distribution (left figure). The earlier peak had higher energy. The peak distribution
with the energy cut of ��� �

���$�� / �� MeV was plotted in the right plot. The open histogram
is the timing distribution before the cut, and the hatched histogram is that with the energy cut.
Smaller suppression was seen in the earlier peak compared with the later peak.
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Figure 55: Illustration of the possible mechanism of the earlier peak in the BVL. The earlier
peak was generated with events with whose two photons of �� � �� hit the same BVL rod (left
figure). The right figure is a scatter plot of the BVL hit timing vs end-to-end time difference of
the hit; T(upstream) - T(downstream). The localized spot gave the supporting evidence of the
BVL double-hit mechanism.

veto included the rejection of single-end hits. The observed timing distribution of the single-end
hits in the BV was plotted in Figure 56 (left side) and that of the BVL was shown in the figure
(right plot). As seen in the plot, the timing resolutions were worse compared with both-end hits,
because they were not able to reconstruct the averaged timing with both ends.

Influence of high intensity beam exposure In the offline photon veto, balance of the cut
tightness should take into account the “signal to noise ratio” of the observed hits. For example,
Figure 57 shows the hit timing distribution of four counters in the different ring of the End
cap calorimeter at the upstream end (see the assembly configuration in Figure 19 on page 37).
In the upper left plot, which shows the hit timing distribution of the most inner and upstream
ring, the prompt peak by photons was buried in the high rate accidentals. If the same width of
veto window was applied to the innermost ring as in the other rings, it would caused significant
acceptance loss due to the accidentals. It indicated necessity of the individual treatment for the
upstream innermost ring.
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Figure 56: Timing distributions of single-end hits in the BV (left) and BVL (right). Both
plots were made with a sample of ��	 ��� events. Since they were not able to reconstruct the
average timing, the timing varied depending on the Z-hit position. This resulted in worse timing
resolution of 3.0 ns (BV) and 3.1 ns (BVL) in RMS.

4.5.5 The design of the offline �� � �� cuts

The results of the prior studies, presented in the previous sections, are summarized, and the
actual �� � �� cuts are presented below.

� The study of the timing resolution for low energy photons indicated a requirement of
proper balance with the time window and energy threshold. The cut should have the
window size and energy threshold as a free parameter. This type of cut was introduced to
each of 9 systems; BV, BVL, EC, RS, TG, IC, VC, CO and CM (9 cuts).

� The study of the masking effects suggested that the BV and BVL should have additional
cuts with wide windows and loose energy thresholds, intended to reject early hits. The
cut, named “Early hit veto”, was introduced for each (two cuts, in total).

� The study of the signal-to-noise (S/N) ratio in the End Cap calorimeter indicated the
counters in the upstream innermost ring should be treated separately. In addition, to
deal with multiple hits, the double pulse fitting was performed to the waveforms for all
counters in the calorimeter. An additional cut was introduced for the observed second
pulses (two cuts).

� The study of the single-end hits indicated necessity of the cut for unpaired hits. Without
this cut, they were considered to be one of the photon missing processes.

There were four categories for single-end hits.

1. BAST category : A hit was found at the both ends in the ADC records. However, in
the TDC records, the hit was found at only one end.

Other three categories are defined in the same way, where “S”(“B”) stands for
single-end (both-end) and “A” (“T”) stands for ADC (TDC). “N” means that no
hit was found at both ends.

2. SAST category

3. SABT category

4. NABT category
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Figure 57: Photon hit distribution in the End Cap calorimeter (EC). One counter was chosen
from each ring at the upstream end. All plots were made with a sample of ��	 ��� events. The
innermost ring (upper left plot) was exposed to high accidental rates by the beam, and it was
hard to identify the prompt peak. However, being away from the beam line, clear peaks with
better signal to noise ratio could be seen.

These four cuts were introduced to each of the BV, and Range Stack. For the BVL, only
BAST was introduced (9 cuts in total).

In summary, 22 cuts in total were introduced for the offline photon veto. As shown in the
EC hit study, the balance of the cut tightness needed to be optimized based on the S/N ratio.
Thus, the cuts were designed to be simple for the optimization.23 The designed algorithm was :

� Events are rejected if the total energy in the timing window of % �
!'' � % �

(�� is greater than
��
���, where % �

!'' is the timing offset of the window, % �
(�� is the half width, and � �

��� is
the energy threshold. The superscript - is the index to address the cut category, which
runs through 1 to 22.

The offline photon veto was applied regardless of whether the photon came from �� or
not. The acceptance loss could be lightened if the offline photon veto was applied only to
the reconstructed �� events. However, the rejection was limited by a poor detection efficiency
of low energy photons or photons escaping to the beam line direction. The inefficiency was
revealed later, but with rough estimation, it was ���� � ����. This was disastrous for the
�� � �� search.

23If the algorithm is complicated and involves many degree of freedom, the optimization is captured in the local
minimum, since we handles many free parameters with 22 categories.
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Figure 58: Illustration of optimization process to determine the photon veto parameters.

4.5.6 Optimization of the offline �� � �� cuts

The sensitivity to the �� � �� search is proportional to “�� � �� rejection (equivalent to
photon veto rejection)” � “�� � �� acceptance”. It was worthwhile to search for the best
parameters that gave the most efficient rejection by measuring rejection and acceptance simul-
taneously.

There were 22 cuts in the the offline photon veto, each of which had three free parameters;
the offset of time window, half width of the window, and the energy threshold. The optimization
procedure handled 66 free parameters during the parameter scan.

Optimization process The optimization process started from the initial set of cut parame-
ters. They were not required to be optimal. ��� events from the 1/3 sample were used for the
rejection measurement. Kinematically tagged ��� events were used for the acceptance mea-
surement. The ��� events should not have any activity other than the muon track, and the event
signature was close to the ��� decay with �� � ��.24 Every time a new set of parameters was
introduced, the rejection and acceptance were re-measured with them. This sequence was per-
formed for all the cut categories (� � ��) with a rule that when one category was perturbed, all
the other categories were kept unchanged. If the rejection successfully increased without losing
the acceptance or the acceptance increased without losing rejection, this would be a candidate
of the next tuning point. More preferable case was that both rejection and acceptance improved.
This is illustrated in Figure 58. In the candidates, the most preferable cuts, which corresponds

24Any unknown systematics error, which might be from the charged track and not relevant to photon veto, was
canceled out by taking the ratio of them.
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to an movement to the 45-degree direction in the figure, was chosen as the next tuning point.

This algorithm always involved a risk that the parameters fell into a local optimum. How-
ever, the simplified cut design would help to reduce the risk. This was because there were
straightforward relations. The relations are described as follows,

� Lower energy threshold would give larger rejection.

� Wider veto window would give larger rejection.

� Window offset should always be around the peak position. (Not changed so much.)

The optimization process continued until no more gain was obtained in the rejection without
losing the acceptance. The boundary point was measured at every given acceptance position.
As a result, a profile curve, which gave the most effective rejection, was obtained.

4.5.7 Determination of the offline �� � �� cuts

The profile curve from the optimization process is shown in Figure 59. In the figure, total �� �
�� rejection and �� � �� acceptance are shown with multiplication of the online rejection
and acceptance. The open triangles show the profile curve of the best achievable performance,
and the closed triangles show the net rejection to �� � �� by subtracting acceptance loss
due to accidental activities. At the smallest acceptance point around 0.1, the optimization was
stopped with a rising curve even though there seemed to be a room to obtain further rejection
with sacrificing the acceptance. This was due to the small number of the remaining entries (21
events) after all the offline cut imposition. When the number of remaining entries was small,
the tuning results might be biased by the small sample. 25 However, we decided to use the
parameters (which corresponds to the point placed in the left end in Figure 59) in the final
offline photon veto, by assuming the point gave the largest effective rejection. The finalized
parameters were listed in Table 26. The remeasured acceptance (����) with independent ���

sample with the finalized cut was ���� 	 ����� �����.

5 Results

5.1 Opening the signal region

After the development of the cuts by using the 1/3 sample, all the offline cuts, including the final
photon veto cuts, were imposed to the untouched 2/3 sample. As a result, a total of 99 events
were observed in the signal region. Properties of the observed candidates were examined.

The contamination of the two-beam backgrounds, which were the most dominated non-���

backgrounds (see Table 19 on page 75), tended to have a flat distribution in the time difference
between the pion time and the kaon time. The kaon decay-time distribution was plotted in

25For example, if two events in the remaining � �� events have in reality a hit due to accidental, the effective
rejection has a significant improvement by setting a veto window to remove the accidental hits. This situation can
be reduced when the statistics is enough large. However when the statistics is small, this kind of the bias appears.
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Figure 59: Obtained profile curve in the opti-
mization process. The plot with open triangles
was measured with the 1/3 sample. The closed
triangle showed the total �� � �� rejection
� total acceptance as a function of total ac-
ceptance. It indicates the effective �� � ��
rejection (net rejection) where over-rejection
caused by accidentals was corrected.
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Figure 60: Kaon decay-time distribution with
various levels of the photon veto. All the other
cuts except the offline delayed-coincidence cut
were imposed. The distribution was found not
to be distorted by the photon veto, confirming
that the sample was dominated by kaon de-
cays. The depletion of events near time zero
was due to trigger requirements to suppress
single beam particle backgrounds. Decay-time
fits were performed for each plot in the time
range of [4ns:30ns]; no evidence of two-beam
background was found.

Figure 60 to see the contamination of the two-beam backgrounds. There was no evidence
of the apparent two-beam backgrounds in the plot. A fitted lifetime of ���� � ��� ns was
consistent with the kaon lifetime of ���
 ns. In order to see the existence of other non-���

backgrounds, momentum distribution was plotted without the monochromatic �� box cuts (see
Figure 61). Again, there was no indication of the apparent single beam backgrounds, and other
non-monochromatic backgrounds. Therefore, these events did not stem from the impurity of
the ��� tagging. The remaining possibility was that they came from �� � �� decay due to the
incompleteness of the photon veto.
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Table 26: Parameters for offline photon veto from the optimization process.
Category ID System Attribute T)''��� (ns) T%�� (ns) E���� (MeV)

1 BV 6.198 11.500 0.400
2 BVL 1.200 2.300 0.000
3 BV Early hit veto -9.000 28.400 29.600
4 BVL Early hit veto -22.600 26.400 7.300
5 EC 6.062 16.800 0.109
6 RS 10.895 26.275 0.200
7 TG -0.600 2.300 1.690
8 IC 2.250 4.950 0.200
9 VC 0.650 2.500 1.200

10 CO 3.150 3.350 1.400
11 CM -1.000 3.000 0.800
12 EC Ring 1 8.180 16.200 0.192
13 BV SAST -10.700 9.500 1.800
14 RD SAST 0.400 4.800 14.000
15 RD SABT 2.500 5.500 0.000
16 RD NABT 0.750 2.000 0.400
17 RD BAST 12.900 1.200 10.200
18 BV SABT 3.700 3.000 0.000
19 BV NABT 0.300 2.400 4.800
20 BV BAST 13.100 11.400 0.300
21 EC Second pulse -5.300 1.200 18.600
22 BVL BAST -0.200 14.400 11.400

5.2 �� � �� backgrounds

The primary reasons for failure to detect photons from �� decay in the ��� events were (1)
the sampling fluctuations in the electromagnetic shower of low energy photons around 20 MeV
and (2) the photonuclear interactions of high energy photons with undetected products, such
as neutrons. While the effects of electromagnetic interactions can be well simulated, there
were large uncertainties due to photonuclear processes in the simulation, associated with the
detailed modeling of detection inefficiencies. Therefore, the overall background contribution
from �� � �� decays, in which both photons went undetected, was difficult to estimate in the
Monte Carlo simulation reliably. Instead, we developed a way to measure the photon missing
probability with real data. The technique and its validity will be described in the subsequent
chapters. At this point, we considered all the 99 events were backgrounds from �� � �� decay,
but, with a conservative attitude, we set an upper limit on the decay by assuming they were all
signals.
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Figure 61: �� momentum distribution with
various levels of the photon veto cut. All the
other cuts except for the signal box cuts were
imposed. No evidence of the single beam
background, which would make a broad dis-
tribution in the momentum plot, was observed.

5.3 Branching ratio for the decay �� � ��

By rewriting Equation 6 in section 2.2, the 90 % confidence level (C.L.) upper limit of the
����� � ��� is represented by

����� � ��� �
���

���
� �

���� � ����

(26)

where ��� indicates the 90 % C.L. upper limit for the mean of Poisson statistics when � events
are observed. Based on the 99 events observation, the number of signal events was limited to
be � ��� at 90 % C.L. Subtracting the non-��� background of approximately three events,
��� resulted in 110. Number of recorded �� (���), and correction factors (���� and ����)
were evaluated in previous sections (4.4.7, 4.4.8 and 4.5.7) to be ���� � ���, ���
, and ����,
respectively. By substituting these values, the upper bound on the ����� � ��� was obtained
as :

����� � ��� �
���

����� ���
� �

���
� ����
	 ��� ���� (27)

As a result of the analysis, the new upper limit of ����� � ��� � �� � ���� has been
obtained. The result is three times better than the previous best result [18]. The upper limit
obtained above is sensitive to any hypothetical weakly-interacting particles, whose masses are
less than half of the �� mass.

90



10 4

10 5

10 6

10 7

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Acceptance   Cacc

E
ff

ec
ti

ve
 π

0  r
ej

ec
ti

on

Effective π0 rejection from 1/3 sample
Effective π0 rejection from 2/3 sample

(Effective rejection := rejection × Cacc)

Figure 62: Effective �� � �� rejection mea-
sured with the 1/3 and 2/3 sample. The closed
triangle shows the effective rejection of the 1/3
sample and the open rectangle shows that of
the 2/3 sample. Although the plot of the 1/3
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shows saturation at acceptance � ����. The
saturation indicates the best performance of
the E949 photon detector. The net �� � ��
rejection is ���� ���.
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5.4 Discussions

Photon distribution of the surviving events To see a possibility for further improvement,
ADC and TDC records of the survived events were closely examined. Typically, there were
activities, which had low energies below the threshold and/or whose timings were out of the
window, in the barrel photon detectors : BV and BVL (see Figure 63). Figure 64 shows the
correlation between photon hits in the BV and the �� direction of the survived events. In
case of �� � �� decay in ���, the photon direction tends to correlate with the �� direction,
while it would be uniform in case of pure accidental hits. The photon hits from the survived
events seemed to have a non-uniform distribution, and thus, some fraction of the hits could be
considered as photons from �� � ��. The reason to screw up the timing measurement of the
real photons from �� � �� might be the incompleteness of the treatment of “masking” effect
(see section 4.5.4) and/or the delayed activities from the photonuclear interactions.

�� � �� background subtraction Assuming all the remaining events were �� � �� back-
grounds, the effective �� � �� rejection was plotted in Figure 62. The plots with the 1/3
and 2/3 sample showed a good agreement in the high acceptance region of �� � ���� � ���.
However, the discrepancy was enlarged at small acceptance. The steep curve, observed at the
low acceptance region with the 1/3 sample, came from over-tuning effect caused by the small
number of remaining events. The observed discrepancy between the curves of the 1/3 and 2/3
samples indicated that we succeeded to avoid biased results by using independent samples for
the tuning and the branching ratio measurement.

The saturation in the plot of the 2/3 sample at the acceptance of less than ���� indicated that
the sensitivity to the �� � �� was limited by the E949 detector performance. There was less
room to improve the rejection with improvement of the offline photon veto. To achieve further
improvement, the apparent �� � �� backgrounds, which were from the detector inefficiency,
should be subtracted. However, the Monte Carlo simulation was not reliable to reproduce the
inefficiency due to the photonuclear interactions. This was because the time constant of the
evaporation and the kinetic energy of the evaporated particle in the interactions had an uncer-
tainty. Based on this discussion, the new technique to measure the detector photon inefficiency
with real data was developed in the next section.
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Figure 64: Distribution of the azimuthal opening angles between ��’s (���) and photon hits
(�*), which were observed in the BV in the survived events. Six photon veto cuts with different
levels of tightness were selected from the left figure (denoted with five closed squares and a
star) and the opening angle distributions “�* - ���” of the survived events were plotted in the
right figure. The photon veto cut used in the �� � �� search is indicated with a star in the left
figure and a hatched histogram in the right figure.
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6 Measurement of Single Photon Inefficiency with the E949
detector

The study of single photon inefficiency was carried out for the purpose of understanding the
surviving events in the signal region, and for further improvement by �� � �� background
subtraction in the �� � �� search.

6.1 Motivation and goal of the study

There are several known mechanisms causing photon inefficiency; (1) dead materials, (2) de-
tector hole, (3) lack of radiation length, (4) sampling fluctuation, (5) photo-nuclear interaction,
(6) masking effect from preceding accidentals and so on. Some are well studied and the contri-
bution can be estimated precisely but some are not. The goal of this study is to quantify each
contribution as much as possible with actual data, and if possible, to subtract the � � � �� back-
grounds accurately without using Monte Carlo estimation. These motivations are elaborated as
follows.

1. Where and how do the �� � �� backgrounds come from ? The mechanism and geo-
metrical distribution should be investigated. If energy dependence of photon inefficiency
is measured, it would allow us to discriminate the inefficiency of photo-nuclear interac-
tion from that of sampling fluctuation. Also if geometrical dependence is measured, the
existence of dead materials and inefficiency caused by the beam hole may be revealed.

2. How much are they ? We want to determine the number of the �� � �� background
events accurately and reliably. If this is done, we are able to subtract them in the signal
region, and to improve the sensitivity of �� � ��.

3. Is there any characteristics or signature to discriminate the �� � �� backgrounds from
the �� � �� decays ? If the photon inefficiency has a geometrical dependency, the
distribution of the �� � �� backgrounds would reflect the dependency. On the other
hand, since �� � �� decays have no photon in the final state, they will not. The difference
may provide a discrimination capability.

4. Is there better way to kill the backgrounds more effectively? Once we make clear the
inefficiency mechanism, there is a chance to invent a better cut against the inefficient
part.

5. Any possible feedback for next coming experiments.

The study could provide a lot of interesting information in the techniques of the pho-
ton veto. Following studies were performed with the technique developed in this study,
though we do not go into the specifics in this thesis.

� Case 1; To parameterize the effect of dead materials placed in front of the photon
detector, the study was performed with a modification of turning off a few inner
plates of the Range Stack. The results, changing the number of masked scintillator
plates, provided the reliable inefficiency by dead materials as a function of scintilla-
tor equivalent length. The results was used as Monte Carlo inputs.
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Figure 65: Illustration of the idea on the mea-
surement of single photon inefficiency. The
left figure shows an event signature of a ���

decay with �� � �� from a kaon at rest. The
kinematics of the mis-detected � can be com-
puted from that of all other particles by mo-
mentum balance. The rate of the one-photon
missing events tells the mis-detection proba-
bility of the photon detectors.

� Case 2 : The single photon inefficiency was measured with common energy thresh-
olds. This was used for the tuning of Monte Carlo simulation at the design stage of
photon veto in other experiment.

� Case 3 : Rejection loss with shorter radiation length was studied.

6.2 A basic idea of the study and an analysis strategy

In the section below, the concept of the inefficiency measurement and outline of its analysis will
be briefly explained.

The idea of the measurement of single photon inefficiency In this study, the kaon decays
at rest, �� � ���� with �� � ��, were employed. Even if one photon was undetected, the
kinematics of the missing particle could be extracted from the momentum balance with other
particles as explained schematically in Figure 65. The reconstruction of the missing photon
could tell us its flight direction and energy on an event-by-event basis, and the rate could tell
how often a photon was missed in the detector. The combined information provided a map of
photon inefficiency as a function of detector geometry and photon energy.

Analysis strategy The inefficiency was measured by comparing distribution of detected pho-
tons with that of missed photons. The former was obtained from the events with ������ trigger
while the latter was collected with special trigger called “1-gamma”. From the ������ events,
photons were identified and classified according to their polar angle 
 and energy �. The num-
ber of photons � denom�
2 �� was called “SPI denominator map”. From the 1-gamma events,
kinematic variables of undetected photons were calculated and binned in the same as detected
photons. The number of missed photons � numer�
2 �� was called “SPI numerator map”. By in-
troducing a normalization factor !norm, which compensated the trigger scale factor, the photon
inefficiency map was obtained as

� numer�
2 ��

� denom�
2 ��
� !norm (28)
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Note that the azimuthal angle of � is not parameterized in the map because the E949 detector
had an axial symmetry.

6.3 The data sample and the trigger conditions

As explained in the previous section, the study used two data sets which were obtained with
different triggers: the minimum-bias ������ trigger and a special 1-gamma trigger. The 1-
gamma trigger was based upon ������ with additional conditions on photons, and was defined
by

1-gamma � ������ �&� � ��� ��� ��'� �(�) � ��� � �� (29)

In the definition, “BV” is a requirement of photon hit in the BV, and �'�26 is a requirement of
the observed photon cluster being less than 2 in the BVL. The condition of “(�) ���� ���”
is to reject second photons. A total of ������ events were collected with the trigger condition.

6.4 ��� selection criteria and the event purification

The single photon inefficiency study required a very large number of events because the ineffi-
ciency was expected to be very small and, in addition, the data were binned with 
 and �. On
the other hand, the purity of ��� was less stringent than that for the �� � �� case. Therefore,
the��� criteria were relaxed to increase usable events. The details of the re-designed��� crite-
ria will be explained in the Appendix A.11 on page 140. In the 1-gamma sample, the dominated
backgrounds came mostly from �� � ����� and �� � ���� decays with an accidental hit
in the BV. In the selection criteria, ��-�� identification with �� decay trace cuts and 0��01
cuts in the Range Stack were used for the rejection.

The decay of �� � �����, which has a photon in the final state, meets the condition of
the 1-gamma trigger. If the reconstruction is performed with an assumption of �� � ��, a
faulty missing photon was made. This backgrounds were well suppressed because the charged
particles �� and �� make the tracks in the target and the probability of missing two charged
tracks was smaller than the case of one-photon missing. The events were never observed in the
SPI numerator map.

6.5 Photon reconstruction

6.5.1 Obtaining visible fractions in Barrel Veto and Barrel Veto Liner

To retrieve absolute photon energy,27 the visible fractions of the BV and BVL were calibrated
with the �� total energy (246 MeV) of the ��� decay. After rejecting events with any activity
in other photon detectors, the energy of �� was reconstructed by changing the BV and BVL
visible fractions. Figure 66 shows the plots of reconstructed peak position (left plot) and the
peak width (right plot). The BV and BVL visible fractions were determined at a point where

26��� is an abbreviation that the Number of Gamma cluster must be less than 2.
27Partial energy observed in the scintillator plates in the BV and BVL was calibrated with “punch-through”

muons.
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Figure 66: Peak position (left) and width (right) of the reconstructed �� energy as a function of
the BV and BVL visible fractions. In the right figure, the width was normalized by the absolute
peak position. The set of (BV, BVL) visible fractions, that gives the correct �� energy and the
best resolution, was used as calibration constants.

Table 27: Measured visible fractions of the BV and BVL.
System Visible fraction
Barrel Veto 0.295
Barrel Veto Liner 0.321

the correct peak position and the best resolution were obtained. The measured result was 0.295
for BV and 0.321 for BVL, as summarized in Table 27.

6.5.2 Obtaining a z position of each photon hit

The BV and BVL were 2-m long scintillator plates and were not segmented in the beam direc-
tion. The z hit positions were obtained by comparing energy and/or arrival timing at both ends.
From the timing measurement, the z position (.��	�) was reconstructed as

.��	� 	
3

�
�% ���� % ���� !��	��!''��� (30)

where 3 is a calibrated constant of the effective light velocity in the scintillator, % �-� is signal
arrival time at the end - (i=1 for downstream, i=2 for upstream). !��	��!''��� is a constant to
remove instrumental offsets.

From the energy measurement, the z position (.�����+) was reconstructed as

.�����+ 	
4

�
�56

����

����
� !�����+�!''��� (31)

where 4 is a light attenuation length and ��-� is energy measured at the end -. !�����+�!''��� is
a correction to remove an offset away.
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Figure 67: Illustration of the photon cluster-
ing method. The most energetic hit, which
was indicated by the darkest color, was as-
signed to the cluster core. A cone was defined
with referring to the kaon decay point and the
core. Any hit in the cone was collected, as-
suming that the activities originated from a sin-
gle photon. Two hits seen outside of the cone
were supposed to come from other photons or
noises.

Combining the both measurements, the most reliable z position .�!	$��� was obtained as

.�!	$��� 	
.��	��� � .�����+ �

�
����

� �
�
����

(32)

where � is energy sum of both ends. The weight of
�
���� is an empirical factor found in the

prior studies [42].

6.5.3 Clustering of incident photons

The hit information of the individual counters in the BV and BVL, described in the previous sub-
section, was gathered to identify photon’s cluster, energy, direction and timing. The analysis
method is described below.

1. The most energetic hit in the barrel modules was assigned as a cluster core (see Figure
67). The hit timing was employed as cluster reference time.

2. A cone with an angle of 25 degree was defined with assigning the kaon decay position to
the cone’s vertex and the cluster core to the cone’s axis.

The minimum opening angle of two photons from �� of ��� was 60 degree at the kaon
rest frame. The cone angle was designed not to include the both photons in the single
cone.

3. Any photon activity inside the cone was summed up when the hit time was around �� ns
from the cluster reference time.

4. The photon energy was defined as the total energy of the BV and BVL in the cone. The
flight direction and timing were computed from the energy weighted mean of each hit.

5. The cone was re-defined with the reconstructed information. The cluster reference timing
was updated with the averaged timing. Above sequence was iterated with the updated
cone.
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Figure 68: Reconstructed resolutions with the clustering method. All plots were measured with
Monte Carlo ��� sample. The left plot is a residual distribution of the reconstructed energy
from the true energy. The center (right) plot is a residual of the reconstructed polar (azimuthal)
angle from the generated value in the Monte Carlo simulation.

Table 28: Resolutions of the reconstructed variables by the photon clustering method. A sample
from the Monte Carlo simulation was used for the evaluation of the clustering method.

Kinematics variables Resolution (radian)
Polar angle (
) 0.028
Azimuthal angle (�) 0.039

6.5.4 The reconstruction performance

The performance of the clustering method was examined with a sample of��� events generated
with Monte Carlo simulation. The residual distributions of the photon energy, polar angle and
azimuthal angle are plotted in Figure 68. The obtained resolutions are summarized in Table
28. In particular, clustering method showed good azimuthal angle resolution; the obtained
resolution of ����� radian was equivalent to 1/3 � 1/4 of the BV rod.28.

6.6 Tagging-photon selection criteria

Tagging photon, selected from reconstructed photons, is a photon whose kinematics is used to
compute the undetected photon’s kinematic variables. Selection criteria for the tagging photon
were important not to include fake photons.29

28�	�� ��	�� modules 	 �
���
 radian, �	�� ��	�� modules 	 �
���� radian
29For example, suppose we were measuring an inefficiency of ���� � ����. If poorly reconstructed tagging

photons caused cross talks from the region with ���� inefficiency to that with ����, the region with ���� ineffi-
ciency would be measured as ����. This should be suppressed as much as possible by the selection criteria for the
tagging photon.
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Figure 69: Schematic view of the overlapping
photon cut. Any photon cluster, which was
placed within 4 (2) sectors from the �� stop-
ping counter in the anticlockwise (clockwise)
direction, was not used as the tagging photon.
Energy from the �� and the photon might be
mixed up.

1. Timing selection : The cluster time must be within �� ns from the �� track time deter-
mined by the Range Stack.

2. Energy selection : The cluster energy must be more than 15 MeV.

Note that the minimum energy of photons from �� � �� of ��� is � 20 MeV. The cut
condition was set considering the energy resolution.

3. Fiducial selection : For a confirmation that all energy was included in the detector with
no shower leakage, the following fiducial requirements were imposed.

(a) Conversion position : Conversion must begin at inner region of the photon detector.
The BVL and the layer 1 of BV must have energy more than 10 MeV in total.

(b) Photon flight direction : The photon dip angle of 
 must satisfy �����
�� � ��
�.
This condition is to avoid the area where the radiation length is less than ��)�, as
shown in Figure 18 on page 36.

(c) Overlapping photon cuts : The tagging photon must be well separated from a charged
track trajectory. As shown in Figure 69, it must be 4 sectors away from the track in
the anticlockwise direction, and 2 sectors away in the clockwise direction.

More details on the cut, together with the distributions of the candidates before imposing
the selection criteria, are described in the dedicated section in the Appendix on page 150.

6.7 Full reconstruction of ��� events and missing photon kinematics

The events, which passed��� selection criteria and had a tagging photon in fiducial, was recon-
structed to extract the kinematics of the missing photon. Note that, in addition to the prime aim,
the kinematic fitting rejected unrealistic events by imposing physics requirements (constraints).
For example, the photon which was emitted to the opposite direction of the ��, should have
a larger energy by the �� boost. If smaller energy was observed, energy leakage might occur
and the event should be discarded or, if possible, it should be replaced with proper energy by
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Table 29: Input variables for kinematical fitting (Monte Carlo data). A total of ten variables were
used. For a technical reason, cosine was pre-calculated for 
�� . Note that the �� momentum
employed the ideal number of ��� MeV/� with no measurement error.

Variables Notation Resolution
- �� kinematics -

Momentum *�� — (ideal)
Polar angle ����
��� 0.029 (radian)
Azimuthal angle ��� 0.028 (radian)

- Tagging photon kinematics -
Energy ���� ���

�
���� (MeV)

Polar angle 
��� 0.028 (radian)
Azimuthal angle ���� 0.039 (radian)

the fitting. Actually, the kinematical fit was performed with physical constrains of � � invariant
mass and momentum conservation with the Lagrange multiplier method.

6.7.1 Kinematical fit with the Lagrange multiplier method

The Lagrange multiplier method is a technique to minimize a given variable, in this case, ��

defined as Equation 33, under a set of given constraints. It takes measured variables ()	�����)
and their resolutions (	�) as inputs and returns the best estimates of the unmeasured variables
as well as measured variables ()'����). The goodness of the kinematical fitting is indicated by
the obtained ��. Details on the technique are described on page 151 in Appendix.

�� 	
�
�

�
)	����� �)'����

	�

��

(33)

In general, it is difficult to obtain accurate resolutions for measured variables30. Thus, the
fitting procedure was pre-worked out with Monte Carlo simulation. And with an assumption
that the data was not so far from the actual performance of the real detectors, the kinematical
fitting was re-worked to real data with the resolutions which were extrapolated from stretch
functions.31

6.7.2 Full reconstruction with Monte Carlo sample and the performance

Input variables Table 29 shows a list of the input variables and their resolutions which were
obtained by the cluster reconstruction (see the table 28). Two �� kinematic variables of 
�� and
��� and three � kinematic variables of ����, 
��� and ����, totaling five inputs, were employed
with the corresponding resolutions. The resolutions were measured with residuals from the
Monte Carlo generated values.

30For the resolution measurements, the ideal reference was required to make the residual plots.
31The stretch function is explained in Appendix C.2.
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Table 30: Performance of the kinematical fitting performed with Monte Carlo data. The resolu-
tions before (after) the kinematical fitting are listed in the third (rightmost) column.

Variables Notation Resolution : Before Resolution : After
- �� kinematics -

Polar angle ����
��� 0.029 (radian) (not measured)
Azimuthal angle ��� 0.028 (radian) (not measured)

- Tagging-photon kinematics -
Energy ���� 1.6 (MeV) 0.59 (MeV)
Polar angle 
��� 0.028 (radian) 0.028 (radian)
Azimuthal angle ���� 0.039 (radian) 0.038 (radian)

- Missing-photon kinematics -
Energy �	��� — 0.89 (MeV)
Polar angle 
	��� — 0.061 (radian)
Azimuthal angle �	��� — 0.053 (radian)

Constraints There were four physical constraints. Three were from momentum conservation
and the fourth was a constraint on the invariant mass of two photons (7*��*�) from �� � �� :

�
�

* �
� 	 �2

�
�

* �
+ 	 �2

�
�

* �
, 	 � (34)

7*�*� 	 ��� (35)

where * �
�
+�,� is the x (y, z) component of the momentum for the particle - (- 	 ��, ��, ��) and

��� denotes the �� mass.

Fitting performance and the extracted missing photon kinematics Figure 97 on page 153
in Appendix shows the resultant resolutions of the tagging-photon kinematics from the kinemat-
ical fitting with the Monte Carlo data. Comparing with the resolutions obtained in the clustered
method (Figure 68), significant improvements could be achieved. The improvements were sum-
marized in Table 30 including the resolutions of missing-photon kinematics.

The probability distribution of the minimized �� is plotted in Figure 99 on page 154. The
flat distribution indicates that the kinematical fitting worked well.

6.7.3 Kinematical fitting with real data

Stretch functions Stretch function for the i-th variable is constructed with the measured vari-
able )	����� and the corresponding fitted value )'���� with an equation of

)	����� �)'�����
	�	����� � 	�'����

(36)
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Table 31: Resolutions of the measured variables (Real data). The third column shows the
bridge factors �� determined from the stretch functions. The fourth column shows the most
likely resolutions.

Variables Notation Correction (��) 	����	���

- �� kinematics -
Momentum *�� — — (ideal)
Polar angle ����
��� 1.185 0.034 (radian)
Azimuthal angle ��� 1.196 0.035 (radian)

- Tagging photon kinematics -
Energy ���� 1.157 ���

�
���� (MeV)

Polar angle 
��� 1.203 0.033 (radian)
Azimuthal angle ���� 1.203 0.046 (radian)

where 		����� and 	'���� are their resolutions. When the data set is specified, the variables carry
a superscript such as )����

	����� or )�#
	�����. The stretch function forms a normal Gaussian shape if

the )	����� and 		����� are proper. Examination of the function shape would tell the correctness
or fault of the variables. The peak offset indicates systematic error in the)	����� measurements,
and the wider (narrower) width compared with the normal Gaussian indicates that the 		����� is
underestimated (overestimated).

To determine the unknown resolutions for real data 	����	����� (i=1,� � � 5), the stretch functions
were employed. Assuming each 	����	����� was close to that of 	�#

	�����, the kinematical fitting was
performed with real data with 	����	�����’s which were defining as 	����	����� � ��	

�#
	����� with bridge

coefficients of �� (i = 1, � � � 5). The process was repeated by changing the coefficients as shown
in Figure 70 and the points with a peak width of 1 were selected as the most likely 	 ����	���. Table
31 shows the resultant coefficients and the 	����	���’s. To check the validity, the �� probability
distribution was checked in the subsequent paragraph.

The performance The performance of the kinematical fitting was checked with real data and
the estimated 	����	�����’s. Figure 71 shows the �� probability distributions obtained by the kine-
matical fitting for the ������ (left) and 1-gamma (right) sample. Flat distribution in both plots
indicates the kinematical fitting worked properly. The cut position was set at the �� probability
greater than 0.2. The resultant stretch functions are plotted in Figure 103 on page 157.
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Figure 70: Resolution (	����	���) measurements with stretch functions. Peak width of each stretch
function was plotted as a function of 	����	����� by changing the ��. Note that the 	����	����� was
squared in the plots. The 	����	����� with a peak width of 1 was the most likely value.
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Figure 71: �� probabilities from the kinematical fitting. The left (right) plot was made with a
sample of ������ (1-gamma) events which were used for SPI denominator (numerator) map.
Both show flat distribution. Peak at the �� probability = 0 was made with events in which
tagging photons were faultily reconstructed.
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Figure 72: Measured SPI denominator map. The numbers of photon entries are plotted as a
function of the direction and energy. The entries observed in � � �* � �� MeV were from the
resolution effect.

6.8 The measurement of the SPI denominator map

The SPI denominator map was measured with ������ data. The data were purified with the
��� selection criteria, and then, the kinematical fitting was performed with clusterized tagging-
photons. The denominator map, obtained with events with the �� probability greater than 0.2,
is listed in Figure 72. The corresponding plots, sliced along the energy and flight direction,
are placed in Figure 100 in Appendix on page 155. The performance of the measurement was
examined by comparing the denominator map produced with Monte Carlo data and the map
with their generated values. Details are summarized on page 156 in Appendix C.4. In the study,
the discrepancy was less than 10 %.

6.9 The measurement of the SPI numerator map

After the missing-photon kinematics was extracted by the kinematical fitting with the 1-gamma
events, all energy deposit, belonged to the tagging photons, were removed. The numerator map
was measured with the number of entries after applying the photon veto condition. Figure 73
shows the resultant numerator map with the offline photon veto which was used in the � � � ��
search. Its net rejection was ��� � ��� and the acceptance was 11.7 %. As seen in the plot,
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due to a lack of statistics, the cells in the high energy region were almost empty. When one
wanted to estimate the number of �� � �� backgrounds accurately, inefficiency measurement
for high energy photons was indispensable. As shown later, the dominant casual process of the
mis-detection was that the first photon went with very small energy and the second with large
energy. Therefore, the uncertainty of the inefficiency for high energy photons would change
the background estimation drastically. In order to increase entries of high energy photons, the
photon veto was relaxed, having the effective rejection of ���� ��	 and the acceptance of �� %
(see Figure 62 on page 91). The resultant map is shown in Figure 74.

In the further analyses, all studies were performed with the relaxed photon veto. Since we
could not subtract the �� � �� backgrounds from the observed candidates in the �� � ��
search (described in Section 5), here we built alternate two goals for the further studies.

1. Establish a reliable subtraction method of the �� � �� backgrounds, based on real data.
Then, show the validity of the method with the relaxed photon veto.
This promises further improvement in the �� � �� search when we will have more data
in future.

2. Understand single photon missing mechanisms with the relaxed photon veto.
The tightness of the relaxed photon veto is fairly close to that of the photon veto used in
the �� � ���� search. After this study, we can tell how and/or where the ��� back-
grounds with mis-detected �� � �� decays come from. This will bring great feedbacks
to the �� � ���� search and may give a hint for more effective way of the background
rejection.
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Figure 73: Numerator map measured with the offline photon veto used for the �� � �� search.
Empty cell indicates no entry. The high energy region are dominated by empty cells.
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Figure 74: Numerator map measured with the relaxed photon veto. Empty cell indicates null
entry. The entries observed in � � �* � �� MeV were from the resolution effect.
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Table 32: The number of 1-gamma events produced from ������ sample. To see the rejection
of the online second photon veto, conditions of�'��(�) ������ were imposed separately.

# of entries Acceptance
������ events
+ &� � �� ���
+ ��� selection criteria 184275 —
+ Tagging photon reconstruction 140063 0.760 � 0.001
+ Kinematical fit with �� selection 101119 0.722 � 0.001
+ �'� �(�) � �� ��� 9117 0.090 � 0.001

Table 33: The number of 1-gamma events with sequentially imposed selection criteria
# of entries Acceptance

1-gamma real data
+ ��� selection criteria 993162 —
+ Tagging photon reconstruction 839993 0.846 � 0.001
+ Kinematical fit with �� selection 580389 0.691 � 0.001

6.10 The measurement of the normalization factor

As explained in section 6.2, different event samples with different trigger conditions were used
to extract� numer�
2 �� and� denom�
2 ��. Thus, the normalization factor!�!�	, which took into
account the difference in prescale factor, must be determined to calculate the ratio. The factor
was measured with the number of 1-gamma events and that of reproduced 1-gamma events
from the ������ sample. The ratio was used as the normalization factor. Table 32 shows the
number of 1-gamma events found in the������ sample. Table 33 shows the entries of 1-gamma
events where the same selection criteria were imposed. As seen in the tables, there are 580389
1-gamma events and 9117 reproduced events from ������ sample. The normalization factor
!�!�	 was measured to be ����� ������ ���� (= 9117 / 580389 ).

6.11 Corrections for the measurements

There were three correction factors for the measurements. The first one was the rejection of
“L1.1-afterburner” condition embedded in the L1.2 condition in the 1-gamma trigger. The
rejection should be subtracted. The second one was over-vetoing effects caused by split tagging
photons. The third one was over-rejection due to accidentals. Each of them is described below.

The measurement of the L1.1-afterburner rejection For the measurement, all 1-gamma
trigger conditions except for L1.2 were imposed to the ������ sample. The measurement is
summarized in Table 34. With further application of selection criteria and the HEX-afterburner
condition, the rejection of ���
� � ����� was measured with the number of entries before and
after the L1.2 application. The correction factor was denoted as ������'���.
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Table 34: Rejection of the L1.1-afterburner cut. HEX-afterburner was emulated with software
codes.

# of entries Rejection
������ sample
+ All 1-gamma trigger conditions except for L1.2
+ ��� selection criteria
+ Tagging photon reconstruction
+ Kinematical fit with �� selection 5115 —
+ HEX-afterburner (simulation) 4382 1.167 � 0.007
+ L1.2 trigger condition 3845 1.140 � 0.006

As seen in the table, the resultant HEX-afterburner rejection was 5 % larger than that of
�� � �� search in the table 21 on page 78. The difference came from the fact that, in the
1-gamma events, at least, one photon passed through the Range Stack by the trigger condition
of BV. This made the HEX-afterburner rejection higher.

Self-vetoing effect by split tagging photons Tagging photons sometimes split during the
showering process, and would appear as two or more clusters. An example of the mechanism
is illustrated in Figure 75. Once the events were recognized having two or more clusters, they
were rejected by the photon veto. Since the self-rejection underestimated the inefficiency, it
should be corrected.

The Monte Carlo simulation was employed to estimate this correction factor. In the simula-
tion, those events were generated artificially with the virtual decay mode of �� � �) , where
X was a massless non-interacting particle. Since the visible final states were �� and one photon
only, once the tagging photon was removed, the rejection by the photon veto would be due to
the split photons. For the reliable measurement, all the processes including kinematical fitting
were reprocessed in the estimation. The correction factors were estimated with acceptance loss
with the photon veto. Figure 76 shows the resultant correction factors. The plot indicates that
low energy region suffers more over-veto. This is because tagging photons with larger energy
tended to drop larger energy outside the cluster cone.32 The correction factors were denoted as
�split�
2 ��.

Over-rejection caused by accidental hits The over-rejection caused by accidental activities
should be corrected. The correction factor was measured with the acceptance loss of the ���

events with the photon veto. The technique was described in the �� � �� search in section
4.5.6 on page 86. The correction factor ���� for the relaxed photon veto was 0.80.

6.12 Results on the single photon inefficiency

The single photon detection inefficiency was obtained by Equation 28 with the correction fac-
tors :

32When the tagging photon has larger energy, the coressponding missing photon has lower energy.
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Figure 75: Illustration of the over-veto mech-
anism caused by the splitting from the tagging
photon. The back-splash, observed outside the
cluster cone, makes a fake second hit. The
event would be rejected by the photon veto
even if the second photon is mis-detected in
fact.
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Figure 76: Over-vetoing effect caused by split tagging photons. The number in each cell indi-
cates acceptance loss. The numbers in brackets indicate the statistical errors.
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Figure 77: Measured single photon inefficiency. The numbers in brackets are statistical errors.

� numer�
2 ��

� denom�
2 ��
� !norm � �L1.1after

�split�
2 ������

(37)

Figure 77 shows the single photon inefficiency measured with the numerator map in Figure
74 at the photon veto acceptance of 0.80. The table of inefficiencies is presented graphically
in Figure 78, where they are sliced with the energy (�� MeV interval). In the plot, geometrical
dependency was observed. The inefficiency is worse around the � ����
*�� 	 �. Figure 79 shows
inefficiency as a function of energy, sliced with dip angle.
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7 �� � �� Detection Inefficiency

�� � �� miss-detection probability, denoted as *�� miss, was estimated by convoluting the
single photon missing probability as follows,

*�� miss 	
��
�

*�-.�

�
�2 �

�
��*�-.�


�
�2 �

�
��

�
(38)

where *�-.�
2 �� is the single photon inefficiency, and 
�& (��
&) is the direction (energy) of the

8-th photon in the --th event. Here, the index “8” takes 1 or 2 to address a photon in �� � ��
decay. � is the number of events generated for the estimation, and should be large to avoid a
localization of the phase space (
�&, ��

&). The event number - runs through 1 to N.

7.1 The daughter table method

As seen in the table of single photon inefficiency, each cell consisted of a center value (*�-.�
2 ��)
and its uncertainty (9�-.�
2 ��). To obtain an uncertainty of the �� � �� detection inef-
ficiency, the 9�-.�
2 �� should be correctly propagated. In this analysis, a technique called
“daughter table method” was employed.

The daughter table method For explanation, we describe the inefficiency table with a matrix
notation : ���/ , where - (:) addresses --th (:-th) bin of the dip angle (energy) in the table. Each
element ���/ obeys the Binomial distribution because it is defined by the ratio of two numbers,
� denom�
2 �� and � numer�
2 ��. We generated, with a binomial random number generator, 300
new values for each ���/ with the measured mean value and its variance.33 The generated num-
bers were denoted as �&��/ (k = 1, 300). A new table, called “daughter table”, was made with
�&��/; there were thus 300 tables in total. If the �� � �� inefficiency was estimated with each
individual daughter table, a total of 300 different estimations would be obtained. The distribu-
tion of the resultant estimations would reflect the uncertainty of the single photon inefficiency.
The most likely �� � �� inefficiency (= center value) was extracted from their mean and the
uncertainty was extracted from their RMS of the distribution.

7.2 Phase space generation with Monte Carlo simulation

A sample of photon phase space �
�&2 �
�
&� was generated with Monte Carlo simulation. Localiza-

tion of the �
�&2 �
�
&� in particular cells could bring a faulty �� inefficiency, thus, a large number

of ��� � ��� events were produced by the simulation. Note that, in the simulation, the �� dip
angle distribution should reproduce that of real data. This is because the different �� dip angle
distribution would bring the different distribution of the � � boost direction, and would result in
biased �
�&2 �

�
&� distribution.

33The mean value is given by ������ �� and the variance by
�

�

��
������ ���� � ������ ���

����
, where

�� is the total number of events.
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Figure 80: �� dip angle distribution made with real data and Monte Carlo simulation (left) and
the ratio (right). In the left figure, closed circles show the dip angle distribution of produced
��s by Monte Carlo simulation. The hatched histogram shows that of real data, where all the
selection criteria were applied except for online and offline photon veto. Cut-off at � ����
���� 	
��� in the real data was due to offline fiducial cuts. The open histogram shows the distribution of
events collected with minimum bias trigger ������, which well agrees with that of the Monte
Carlo events except for cut-off. The right figure shows obtained correction factors. One can
reproduce the distribution of real data by multiplying the correction factors to that of the Monte
Carlo simulation.

The �� dip angle correction The �� dip angle distribution was examined with the Monte
Carlo simulation and real data. As shown in the left plot of Figure 80, however, difference was
actually observed at large � ����
���� region. Thus, correction factors are introduced to account
for the difference. The right plot in Figure 80 shows the actual correction factor.

7.3 Results

7.3.1 The convoluted �� � �� detection inefficiency

The �� � �� detection inefficiency was estimated using the daughter tables and a list of phase
space �
�&2 �

�
&� with the correction factors. Figure 81 shows the convoluted inefficiency distribu-

tion. Width of the distribution was shaped by the uncertainties in the photon inefficiency table.
The most likely inefficiency was ���� � ���� and the uncertainty was ���� � ����. Remind
that the table of single photon inefficiency was measured with the relaxed photon veto, whose
acceptance was ����. The �� � �� inefficiency was estimated with various levels of photon
veto with the corresponding single photon inefficiency table. The obtained results are shown
in Figure 82. For comparison, the inefficiency was transformed to the corresponding �� net
rejection in the plot. As seen in the plot, the convoluted rejection agreed with that of real data.
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Figure 81: Convoluted �� � �� inefficiency (left) with the photon veto condition of acceptance
= 0.80. The mean and the RMS were ���� � ���� and ���� � ���� respectively. The shape
reflected the uncertainty on the inefficiency table. The right plot shows the number of expected
�� � �� backgrounds when a total of ���� ��� �� were accumulated.

7.3.2 The convoluted �� � �� rejection as a function of �� dip angle

As seen in the table of single photon inefficiency (Figure 78 on page 114), the inefficiency
depended on the photon’s dip angle. It indicates that the �� missing probability would change
depending on its boost direction. To investigate it, the � � � �� net rejection was plotted as a
function of the �� dip angle. Figure 83 shows the result. As shown in the plot, smaller rejection
at the large � ����
���� area was observed. This tendency was observed also in the data used for
the �� � �� search.

7.4 Background subtraction

7.4.1 Subtraction of the estimated �� � �� backgounds

Background subtraction was performed with the number of expected �� � �� backgrounds
obtained with the relaxed photon veto (acceptance=0.80). In the �� � �� search, a total of
4131 �� � �� candidates were observed in the signal region with the relaxed photon veto,
and the upper limit without the subtraction resulted in ����� � ��� � ��� � ����. The
right plot of Figure 81 shows the distribution of the expected backgrounds with the daughter
map method. Since we did not have the background estimation for other background sources,
we took a conservative attitude again and examined the improvement in the upper limit with
the subtraction. Assuming the observed events followed Poisson statistics, the signal events
after the subtraction were less than 2259 at 90 %C.L. This corresponded to the upper limit of
����� � ��� � ���� ����, and a factor of 1.9 improvement was obtained by the subtraction.
One question arose here. What were the remaining �2000 events? We thought they were
the �� � �� backgrounds coming through the effects which could not be estimated by the
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Figure 83: �� � �� rejection as a function of
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the dip angle dependence convoluted from the
single photon inefficiency. The plot with rect-
angular symbols shows that of real data ob-
tained in the �� � �� search. In both plots,
the rejection drops by a factor of three at the
����
��� edge.

measurement of the single photon inefficiency. One possible example was the case that both
photons in the �� decay impinged the same rod of the BV/BVL module (see Figure 54 and 55
on page 83). As shown in the plots, two peaks were observed in the BVL timing distribution.
When the photon veto was relaxed, the earlier peak was not fully covered with the veto window.
Since the two-photon phenomenon was not taken into account in the study of the single photon
inefficiency, the effect would bring a discrepancy in the estimation. As the photon veto got
tighter, the discrepancy was expected to be smaller or disappeared thanks for the wider veto
window. Also in case of further loosened photon veto, the effect would get negligible, since the
two-photon effect no longer dominated the �� � �� backgrounds.

The background subtraction was performed at various levels of photon veto. The left plot in
Figure 84 shows the resultant upper limit after the background subtraction. The right plot in the
figure shows improvement factor brought by the subtraction. As seen in the plot, the subtraction
improve the upper limits at least by � 1.8.
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Figure 84: Upper limits before and after the background subtraction. The plot with open circles
(closed triangles) in the left figure shows upper limits which were obtained before (after) the
background subtraction. The right plot shows improvement factors brought by the subtraction.

7.4.2 Subtraction with �� dip angle dependence

In this subsection, we will subtract the �� � �� background using the �� dip-angle (
��)
distribution. Because the 
�� distribution for the �� � �� should not be affected by application
of the photon veto, any difference in the 
�� shape before and after the veto would indicate
the existence of the remaining �� � �� backgrounds. In fact, as seen in the section 7.3.2, the
�� � �� rejection did depend on 
�� . The right plot with circles in Figure 85 shows the original
�� dip angle distribution measured before the photon veto application. The function was called
signal shape function because the ��� decay with �� � �� should follow this distribution.
The plot with rectangles in the figure shows the background shape function constructed from
the table of single photon inefficiency. The �� fitting was performed34 with a function form
of � ����������
���� � ;�����������
���� to the observed candidates (left plot in Figure 85),
where  ������1� and �������1� were dip angle distribution (shape function) of the signal and
background. The variable � and ; were introduced as a free parameter for the fitting. The
likelihood distribution is shown in the figure 86. The best fit was obtained with s = 1977 and
b = 2154, which meant 48 % being the �� � �� signal (	 ���
���). Again, using the ��

probability as a likelihood, the number of � at the 90 % C.L. was measured conservatively. The
resultant number was ��� 	 �

�, which corresponded to the upper limit of ����� � ��� �
���� ����.

We already knew, from our result in section 5, the ����� � ��� was, at least, a factor of
three lower than this upper bound. We thought almost all of the “�” came from the poor estima-
tion of the background function shape, mainly caused by the resolution effects in the tagging-
photon kinematics and/or kinematical fitting. Correction for the resolution effects would bring
further improvement in the method.

34If the shape function were more accurate, we could have used unbinned extended maximum likelihood method.
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Figure 86: Likelihood distribution constructed from ����
��� dependence. The left plot shows
the likelihood as a function of signal s with a constraint of � � ; 	 
���. The most likely
numbers were s = 1977 and b = 2154. The right plot shows the likelihood distribution where
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7.5 Summary

We measured single photon inefficiency with special trigger events and estimated the number
of �� � �� backgrounds with the resultant photon inefficiency table at various levels of photon
veto. With a series of the studies and their results, we made answers for the questions in section
6.1 on page 94.

1. For the question 1. Single photon inefficiency was measured with real data, which was in-
dependent from that of ��� search. The resultant table quantified the geometrical and/or
energy dependent inefficiencies. At ����
*� 	 � region, comparing with the obtained
result and the expectation from the Monte Carlo simulation, it was found that the ineffi-
ciency was limited by neither the sampling fluctuation, which was precisely estimated by
the electro-magnetic shower simulation, nor the photo-nuclear interaction, whose cross-
section was available from the reference [43]. Other studies ([44]) indicated the ineffi-
ciency was well reproduced if masking effect by early accidentals was introduced. In
terms of the geometrical dependence, inefficient region was observed at the downstream
area of ����
*� � � (see Figure 78). The region had been pointed out as an inefficient
area by the analysis for the �� � ���� decay [45, 46]. Up to now, it was revealed that
dead materials of the drift chamber’s end-plate was thought to be one of the known source
of inefficiency.

The measured inefficiency around the beam hole direction was ������������� for pho-
tons with �� � 
� MeV. Supplemental photon detectors at the beam line might improve
the inefficiency. However, as seen in the section for photon veto optimization on page 85,
they would be exposed by high beam accidentals as the End Cap innermost ring. Tim-
ing resolution and second-particle (or multi-particle) detection were the key for effective
photon rejection.

2. For the question 2. By convoluting the single photon inefficiency, the number of � � � ��
backgrounds was estimated. The estimated numbers agreed, to some extent, with the
actual numbers of observed candidates at various levels of the photon veto. The errors
on the estimations were mainly from the statistical errors of the 1gamma events. As a
typical number, the error was 18 % at photon veto of acceptance = 0.80. A factor of 1.9
improvement was achieved in the upper limit by the �� � �� background subtraction.

3. For the question 3. It was observed that the �� dip angle distribution had a discrimination
capability of the signals from the �� � �� backgrounds. This was caused by the geo-
metrical dependency of the photon inefficiency. Background subtraction with the �� dip
angle shape information improved the upper limit by a factor of 1.7 at the photon veto of
acceptance 	 ����.

4. For the question 4. Figure 87 shows the photon distribution made with the miss-detected
�� � ��. As seen in the figure, the backgrounds were from mis-detection of low energy
photons around the beam line direction (and coincident mis-detection of their counterpart
of high energy photons). Photon detectors reinforcing these regions (or one of the regions)
would improve the �� � �� sensitivity. Also, the remained candidates (especially in case
of relaxed photon veto) had more photon hits in the back-to-back band region (�*���� 	
�) as seen in Figure 64 on page 93. Introduction of a cut based on the band structure would
improve the upper limit. Masking effect caused by preceding accidentals were observed
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as seen in Figure 53 on page 82. Data taking under high rate environment needs special
care for the effect. For example, waveform digitization and multi-pulse extraction would
help to reduce such effects and reject the �� � �� backgrounds.
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Figure 87: � distribution of miss-detected
�� � �� decays shown in texts (up) and in
graphically (left). Both are normalized. In the
upper plot, the numbers in brackets are the er-
rors. �� � �� backgrounds were from a poor
detection efficiency of low energy photons at
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8 Conclusion

The decay of �� � �� was searched with hermetic photon detection system in the E949 exper-
iment. A sample of ���� ��� ��s of ��� decays was collected with the ��� selection criteria,
where the impurity of ���� was achieved. To suppress the most dominant background �� � ��,
maximization was performed for numerous photon veto parameters using an independent con-
trol sample. After application of the optimized photon veto, a total number of 99 candidates
were observed in the signal region. As a result, an upper limit of ����� � ��� � ��� ����

(90%C.L.) was obtained. A factor of three improvement was achieved in this analysis. The
experiment achieved the best photon detection performance in the world.

The saturation curve observed in the profile plot was a proof that the analysis reached to the
best detector performance. It indicated the necessity of the �� � �� background subtraction
to realize further improvement. Due to difficulties in the reliable estimation of the backgrounds
with Monte Carlo simulation, we developed a new technique to measure the detector photon
inefficiency with real data.

The technique was performed with a total of �� � ��� ��� sample collected with special
1-gamma trigger. Unfortunately, due to the lack of sufficient event statistics, the inefficiency
table with photon veto of the �� � �� search was not available. Thus, the inefficiency was
measured with the relaxed photon veto. The resultant table quantified the geometrical and/or
energy dependence of the photon detection inefficiency.

�� � �� missing probability was convoluted from the single photon inefficiency and the
number of �� � �� backgrounds was estimated. Background subtraction based on the estima-
tion was performed with the observed candidates in the signal region and, as a result, a factor of
1.8 improvement was achieved at the photon veto of acceptance 	 ����. The convoluted net ��

rejection and the �� dip angle dependence were found to agree fairly well with that of real data
measured in the �� � �� search. Background subtraction with the �� dip angle distribution
was performed and a factor of 1.7 improvement was obtained. These results proved the validity
of the technique developed in this thesis for background subtraction.
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A Lists of Selection Criteria

A.1 Run selection

1. Data Acquisition Quality (BAD RUN)
Runs with a hardware or software problem in the data acquisition are removed.

A.2 Pass 1 selection criteria

The combination of the all entities listed below is called “PASS1-ALL”.

1. Duplicated Event Rejection (DUPEV)
Duplicated events, which were caused by the parallel data processing in the DAQ, are
removed.

2. Trigger Bit Examination (TRBIT)
Events having the ��� trigger record are skimmed out.

3. Level 1.1 (LEV11)
The Level 1.1 trigger condition is ensured.

4. Level 1.2 (LEV12)
The Level 1.2 trigger condition is ensured.

5. Trajectory Reconstruction in the Range Stack (RD TRK)
At least one positively-charged track should be reconstructed in the Range Stack.

6. Stopping Counter Consistency (STLAY)
Online stopping counter, which was from a hardware stopping counter finder, must be
consistent with that of offline from the track reconstruction routine.

7. Waveform Digitizer Status in the �� Stopping Counter (BAD STC)
Events are rejected if whose pion stopping counter has a hardware problem at the wave-
form digitization.

8. Accidental Hit Rejection in the �� Stopping Counter (RSHEX)
This cut rejects events with any accidental activity around the �� stopping counter, which
would prevent from the �� decay chain search. Note that signals form the RS counters
are multiplexed when feeding into a waveform digitizer.

9. Track Time Reconstruction in the Range Stack (TRKTIM)
The track time is successfully reconstructed by averaging the hit times in the track coun-
ters.

10. Track Reconstruction in the Drift Chamber (UTC)
Track fitting in the X-Y and R-Z plane should be succeeded and, at least, one track should
be obtained.
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11. Track Matching Quality between the Drift Chamber and the Range Stack (RDUTM)
Extrapolation of the reconstructed track in the drift chamber should agree with the T2
counter in the Range Stack.

12. Momentum Cut in the Drift Chamber (PDC)
Events with the momentum greater than ��� MeV/� in the drift chamber are rejected. The
high momentum tracks would be dominated by the events of beam pions.

13. �� Stopping Position in the RSSC (LAY14)
Charged tracks are rejected if they come to rest at the layer 14 with the dip angle ����
���
less than ����.

14. Further Track Reconstruction Quality Cut in the Drift Chamber (UTC1)

15. Track Range Quality Cut (RANGE1)

16. Sector Crossing Check (RSHEX2)
Sector crossing between the counters in the same hextant was prohibited in the stopping
layer.

17. Track Reconstruction in the Target (TARGET)
Track reconstruction should be succeeded in the target.

A.3 Pass 2 selection criteria

1. Crude �� � �� Double Pulse Fitting in the �� Stopping Counter (FITPI)
�� identification is performed using the �� � �� double pulse fit to the waveforms in
the stopping counter. The resultant ��, the muon energy, the pion decay time, and the
muon z position relative to that of pion decay are examined.

2. Pion Scattering Cut with Beam Counters (PSCUT)
Events are rejected if the energy in the B4 counter is smaller than 1.2 MeV or the B4 have
a hit within � 1.5 ns around the track time in the Range Stack, or pion Čerenkov counter
have a hit within ���� ns around the track time with, at least, five pion PMTs firing.

3. Compound Target Reconstruction Cuts (TGCUT)
Events are rejected if any of the following conditions is violated.

� Kaon decay vertex is included in the target.

� The hit time of the B4 hodoscope is consistent with the average kaon fiber time in
the target within � 4 ns.

� The hit time in the I-Counters is consistent with the average time of the pion fiber
hits within � 5 ns.

� The energy observed in the I-Counter should be consistent with the dE/dx of pion.
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A.4 The box cuts for selection of �� from ���

The combination of the following three cuts is called “KP2BOX”.

1. Momentum Selection
Events are rejected if the momentum is three sigma (	- 	 ����� MeV/�) away from the
monochromatic �� momentum of ��� MeV/�.

2. Energy Selection
Events are rejected if the energy is three sigma (	" 	 ����� MeV) away from the
monochromatic �� energy of ��� MeV.

3. Range Selection
Events are rejected if the range is three sigma (	� 	 ���
 cm) away from the monochro-
matic �� range of ���� cm.

A.5 The box cuts for selection of �� from ���

1. The combination of the following two cuts is called KM2BOX.

(a) Momentum Selection
Events are rejected if the momentum (* ) satisfies the condition of �* � ���� / ��
MeV/�.

(b) Range Selection
Events with the range less than 37 cm are rejected.

A.6 Kinematical selection criteria

The combination of the all entities in this category is called “KINCUT-ALL”.

1. Fiducial Category

(a) �� Dip Angle Cut (COS3D)
Event, in which the �� dip angle of ����
��� is greater than ��� or less than ���� is
rejected.

(b) Stopping Layer Constraint (LAYV4)
Charged track should come to rest in the RS counters between layer 11 and 18.

(c) Allowed Z Position in the �� Stopping Counter (ZFRF)
Event, whose �� comes to rest at the outside of the allowed region, is rejected. The
allowed z region (���!�) is varied depending on the stopping layer as follows,

� ����!�� 
 �� cm for the stopping layers of 11 and 12.

� ����!�� 
 
� cm for the stopping layer of 13.

� ����!�� 
 �� cm for the stopping layer of 14.

� ����!�� 
 �� cm for the stopping layers of 15, 16, 17 and 18.
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(d) Allowed Z Position in the Drift Chamber (ZUTOUT)
Events are rejected if the trajectory passed through the outside of the fiducial volume
of the drift chamber. The track z-position (��#) at the outer radius of the drift
chamber should be ���#� 
 �� cm.

2. Range Stack dE/dx Category
This category was used in the bifurcation study for ��� background suppression. Details
of the cuts are described in the text in the section 4.4.4 on page 65.

(a) Cut on the Confidence Level of �� Identification with the dE/dx in the Range Stack
(RSDEDXCL)
Events are rejected if the confidence level on the dE/dx energy loss in the Range
Stack, is less than 0.04. The confidence level is constructed from the logarithmic
deviation of the individual counters as,

�� � �����
��� � �����

	���

	�
(39)

where ��
��� is the expected energy and ��

	��� is the measured energy. The term of
	� is the size of the error on the energy measurement. The cut position is tightened
to 0.2 when the largest energy deviation is negative.

(b) Maximum Allowed Energy Deviation in the Range Stack (RSDEDXMAX)
Events are rejected when any of the track counters (-) has �� of ���� � 
 in the
Range Stack. The �� is defined in Equation 39.

(c) Likelihood based Selection with the Range Stack dE/dx (RSLIKE)
Events are rejected if the likelihood is greater than 10. The likelihood is computed
from the �������� of the individual counter, which is defined as

�������� � �����
��� � �����

	��� (40)

3. Range Stack Track Fitting Category

(a) �� Probability Selection at the Track Fitting (PR RF)
Events are rejected if the confidence level from the �� probability in the X-Y track
fitting is less than 0.05. The track fitting is performed with sector crossing points,
RSSC hit locations and energy deposit in the �� stopping counter.

(b) Track Matching Quality in the X-Y plane with the RS track and the UTC track
extrapolation (PR RF XY)
Events are rejected if the confidence level, which is computed from the residual of
the UTC track extrapolation and the position of sector crossing and the RSSC hits,
is less than 0.05.

(c) Track Matching Quality in the RSSC Z Measurement (PR RFZ1)
Events are rejected if the confidence level, which is computed with the residual of
the UTC track extrapolation from the RSSC Z measurements, is less than 0.005.

(d) Track Matching Quality in the RS Z Measurement (PR RFZ2)
Events are rejected if the confidence level, which is computed with the residual of
the UTC track extrapolation from the RS Z measurements, is less than 0.005.
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4. Target Likelihood Category

(a) Target Combined Likelihood Cut (TGLIKE1)
Events are rejected if the combined likelihood, which is computed from timing,
energy and distance from the UTC-extrapolated track at all pion fibers, is less than
������.

(b) Another Target Combined Likelihood Cut (TGLIKE2)
Events are rejected if the combined likelihood, which is computed from distance
from the UTC-extrapolated track at all pion fibers, is less than ������.

5. Target Tracking Category

(a) Hit Position Consistency between the Target and the B4 Hodoscope (TGDB4)
Events are rejected if the closest hit (to kaon fibers) in the B4 Hodoscope is more
than 2 cm apart from the kaon fibers in the X-Y plane.

(b) Another Hit Position Consistency between the Target and the B4 Hodoscope (TGDB4TIP)
Events are rejected if the farthest kaon fiber from the kaon decay vertex is more than
2-cm away from hits in the B4 hodoscope.

(c) Maximum Allowed Gap at the Kaon Decay Vertex with Kaon fibers (TGDVXTIP)
Events are rejected if the nearest kaon fiber to the kaon decay vertex is more than
0.7 cm apart.

(d) Maximum Allowed Gap at the Kaon Decay Vertex with Pion Fibers (TGDVXXPI)
Events are rejected if distance from the kaon decay vertex to the closest pion fiber
is greater than 1.5 cm.

6. Stopping Counter Confirmation in the Range Stack (ICODEL14)
Events are rejected if the �� stopping layer is 14 and the outer RSSC has a prompt hit in
the same sector or that of clockwise adjacent.

7. Track Fitting Quality in the Drift Chamber (UTCQUAL)
Events are rejected if the confidence level, which is computed from the residual of all hits
including unused hits which are located within 1.5 cm from the reconstructed track, is
less than ���	.

8. Range versus Momentum Consistency (RNGMOM)
Events are rejected if the range deviation ���� is greater than 2.2. The deviation is defined
as

�� � $	��� � $���

	�
(41)

where $	��� is the measured range in the Range Stack and $��� is the expected range
from the momentum in the drift chamber. 	� is the resolution in the range measurement.

9. Maximum Allowed Gap in the Pion Track in the Target (PIGAP)
Events are rejected if a gap in the pion track is greater than ��� cm in the target.

10. Maximum Range in the Target (RTGHI)
Events are rejected if the pion path length is greater than �� cm in the target.

11. Maximum Energy in the Target (ETCHI)
Events are rejected if the pion energy deposit is greater than �� MeV in the target.
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A.7 �� decay sequence selection criteria

This category was used for the bifurcation study in this thesis. Details are described in the
text in the section 4.4.4 on page 64. The combination of the all cuts in this category is called
“TD-ALL”.

1. Double Pulse Finding for �� � �� Identification (IPIFLG)
Events are rejected if the double pulse fitting is failed or the fitted pion time is more than
��� ns away from the track time in the Range Stack.

2. �� � �� Decay Search (EV5)
Events are rejected if the �� � �� decay is not found. Positron candidate is searched
around the �� stopping counter in the prepared time window expected from the muon
lifetime. If the positron candidate has hits on both sides (inner and outer layer) of the
stopping counter, the event is rejected.

3. Muon Time Accidental Rejection (TDFOOL)
Events are rejected if an accidental activity is found at the �� decay time in the RS counter
in the two prior layer from the stopping counter. Double pulse fitting is performed to the
counter and when extracted second pulse is consistent with the muon time in the stopping
counter, the event is rejected.

4. Neural Network based �� � �� Decay Search (TDVARNN)
Events are rejected if the neural network output is less than 0.76. The neural network
is constructed with (1) the log product of �� from single pulse fit at both ends, (2) log
product of the �� ratio of single pulse fit to that of double pulse fit, (3) extracted muon
energy, (4) extracted muon time, (5) z position difference between �� and �� (6) time
difference of the second pulse between both ends.

A.8 Beam background rejection criteria

1. Target Track Quality

(a) Target Reconstruction Quality (TGQUALT)
Events are rejected if (1) no kaon cluster is found, or (2) more than five kaon clusters
are found, or (3) any of the kaon clusters consists of more than 150 fibers, or (4) no
kaon cluster is connected to the pion passage, or (5) no pion track is found even if
the kaon cluster is away from the target edge.

(b) Target Fiducial Region (TGZFOOL)
Events are rejected if the z position of the kaon decay vertex, which is extrapolated
from the UTC track, is less than ��� cm.

(c) Maximum Allowed Gap between Kaon and Pion Fibers (TARGF)
Events are rejected if the distance from the kaon cluster to the nearest pion fiber is
greater than �� cm.

(d) Track Matching between Target and Drift Chamber (DTGTTP)
Events are rejected if the discrepancy between the track in the target and that of the
drift chamber is greater than ��� cm at the target edge.
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(e) Target Path Length Quality (RTDIF)
Events are rejected if error in the measurement of the pion path length is large.

(f) Scattering Cut in the Target (DRP)
Events are rejected if a kink is found in the pion track in the target. Events are
recognized to have a kink with &��'' greater than 0.35, where the &��'' is defined
as

&��'' � &	�� �&	��

$��

(42)

2. Selection Criteria for the B4 Hodoscope

Details on selection criteria for two-beam background rejection are described in the sec-
tion 4.4.6 on page 72.

(a) �� � �� Separation with dE/dx energy loss in the B4 hodoscope (B4DEDX)
Energy deposit in the B4 hodoscope should be greater than 1.1 MeV.

(b) Extra Activity Rejection in the Beam Wire Chamber (BWTRS)
Events are rejected if an extra hit exists in the beam wire chamber within �
�� ns
from the �� track time.

(c) CCD Pulse Consistency in the B4 Hodoscope (B4ETCON)
Energy measured with CCDs should be consistent with that of ADCs within � 1.5
MeV. Hit time measured with CCDs should be consistent with that of TDCs within
� 2.0 ns.

(d) Extra Activity Rejection in the B4 Hodoscope (B4TRS)
Events are rejected if an extra activity is found in the TDCs within � 2.5 ns from
the �� track time or, in the CCDs within � 1.5 ns from the track time.

(e) Double Pulse Rejection in the B4 Hodoscope (B4CCD)
Double pulse fitting is performed to CCD pulses in the B4 Hodoscope. If the time
of the second pulse is within � 3.5 ns from the �� track time, the event is rejected.

3. Selection Criteria for the Čerenkov Counter

Details on this selection criteria are described in the section 4.4.6 for two-beam back-
ground suppression on page 72.

(a) Extra Activity Rejection in the Pion Čerenkov Counter (CPITRS)
Extra activity is rejected when its average of TDC and/or CCD timings is within �
2ns from the track time.

(b) Extra Activity Rejection with Pulse Trailing Edge in the Pion Čerenkov Counter
(CPITAIL)
Extra activity is rejected when the average time of the pulse trailing edges in the
pion Čerenkov counter is within � 2 ns from the pion track time.

(c) Extra Activity Rejection in the Kaon Čerenkov Counter (CKTRS)
Extra activity is rejected when the average of the TDC or CCD timings in the Kaon
Čerenkov counter is within � 2 ns from the pion track time.
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(d) Extra Activity Rejection with Pulse Trailing Edge in the Kaon Čerenkov Counter
(CKTAIL)
Extra activity is rejected if the average of the pulse trailing times is coincident with
the pion track time. The coincident conditions are varied depending on the kaon
fiber time (��) and that of pion (��) as follows,

i. � 3 ns from the pion track time if �� � �� � �� ns.

ii. � 3.5 ns from the pion track time if �� ns � �� � �� � �� ns.

iii. � 2 ns from the pion track time if �� � �� � �� ns.

4. Cuts on Beam Likelihood (B4EKZ)
A likelihood function is constructed with the energy deposit in the B4 hodoscope, energy
sum of the kaon fibers and the kaon decay vertex. Events are rejected if the likelihood is
less than 2.0. The cut position is tightened when there is no pion fibers in the target.

5. Kaon and Pion Timing Consistency in the Target (TIMCON)
The averaged kaon fiber time should be consistent with that of the B4 hodoscope within
� 3 ns. The averaged pion fiber time should be consistent with the charged track time in
the Range Stack within � 4 ns.

6. Consistency of the Kaon Fiber Timings (TGTCON)
Each of the kaon fiber time should be consistent with the reconstructed kaon time in the
target. The allowed discrepancy is varied depending on the energy in the fiber.

7. I-Counter Hit Time Consistency (TIC)
The I-Counter hit timing should be consistent with the charged track timing in the Range
Stack within � 5 ns.

8. Delayed Coincidence Requirement (DELC)
This cut was used for single beam background suppression. Details are described in the
section 4.4.5 on page 68.

Events with no significant timing gap between �� and �� is rejected, where �� is the
average kaon fiber timing and the �� is that of pion fibers. The required timing gap is
varied, depending on reliability of the timing strobes, as follows.

� �� � �� / � ns if none of the following conditions is satisfied.

� �� � �� / � ns if the number of pion fibers is less than four.

� �� � �� / � ns if beam likelihood is less than 200.

� �� � �� / 
 ns if there is a kaon fiber whose timing is 2 ns away from the �� .

� �� � �� / 
 ns if there is a pion fiber whose timing is 3.5 ns away from the ��.

� �� � �� / 
 ns if kaon energy deposit is less than or equal to 50 MeV in the target.

� �� � �� / � ns if the kaon time in the B4 hodoscope is 1 ns away from the �� .

� �� � �� / � ns if no pion fiber is found.

� �� � �� / � ns if the pion track timing in the Range Stack is 1.5 ns away from the
��.
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9. Cut on the Kaon Decay Vertex in the I-Counter (KIC)
Events are rejected if the nearest I-Counter to the kaon fibers have a hit at the kaon time.
The cut rejects an events with the kaon coming to rest in the I-Counter.

A.8.1 Beam likelihood distribution

1
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10 3

10 4

0 50 100 150 200 250 300 350 400
Beam likelihood

Kaon stopping events

Beam pion scattering events

Figure 88: Beam likelihood distribution. The likelihood function was reconstructed from a
distribution of the energy deposit in the B4 hodoscope, the kaon stopping Z position expected
from the track extrapolation by the drift chamber, and the kaon energy deposit in the scintillator
fiber targets. The open histogram was from the Kaon stopping events made with ��� real data
and the hatched histogram was from that of the beam pion scattering events.
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A.9 ��� selection criteria

The ��� selection criteria are composed of 7 categories, as shown in Table 35. Details of
each cut are described in Appendix A on page 130. Brief description for each category is
presented below. (1) Run range cuts skimmed stable runs by dropping runs with trigger changes
or extremely short runs. Runs with a hardware problem were also discarded. (2) In the PASS
1 selection, crude selection with trigger recorded was performed in offline. Fairly loose offline
cuts with reconstructed kinematics were also imposed. (3) In the PASS 2 selection, ��� events
were selected. Events which passed the selection were used in the �� � �� analysis. Beam
backgrounds and muon backgrounds were also skimmed out in this level. They were used
for background studies. (4) This was called “the signal box”, which selected monochromatic
��s with the box cut for momentum, energy and range. (5) These are selection criteria for
reconstructed kinematics. (6) This is a list of �� decay sequence cuts. They discarded muon
events by tracing the �� decay sequence. (7) A list of beam background cuts. Single pion beam
backgrounds and two-beam backgrounds were rejected.

Table 35: ��� event selection criteria.

(1) Available run range and bad run cuts
BAD RUN ��� � ����� except for ����� � ��� � �����

(2) PASS1 level cuts (a selection of healthy data)
DUPEV TRBIT LEV11 LEV12 RD TRK STLAY
BAD STC RSHEX TRKTIM UTC RDUTM PDC
LAY14 UTC1 RANGE1 RSHEX2 TARGET

(3) PASS2 level cuts and event skimming (Final selection for offline analysis)
FITPI PSCUT TGCUT

(4) �� monochromatic kinematics box cuts : ��� selection
Momentum : �� � �	
�� � � ��� where �	
�� 	 ���
� MeV/� and �� 	 �
�� MeV/�
Energy : �� ��	
��� � �� where �	
�� 	 ��
� MeV and � 	 �
��� MeV
Range : ����	
�� � � ��� where �	
�� 	 ��
�� cm and �� 	 �
���� cm

(5) Kinematics selection criteria
(A) Fiducial (B) RS dE/dx (C) PRRF (D) TGLIKE (E) TGDB4 (F) Other
COS3D RSDEDXCL PR RF TGLIKE1 TGDB4 ICODEL14
LAYV4 RSDEDXMAX PR RF XY TGLIKE2 TGDB4TIP UTCQUAL
ZFRF RSLIKE PR RFZ1 TGDVXTIP RNGMOM
ZUTOUT PR RFZ2 TGDVXPI PIGAP

(6) �� decay sequence cuts
IPIFLG EV5 TDFOOL TDVARNN

(7) Beam background cuts
(A) TG pattern (B) B4BWBH (C) Čerenkov (D) TG energy (E) Timing (F) Other
TGQUALT B4DEDX CPITRS B4EKZ TIMCON DELC
TGZFOOL BWTRS CPITAIL TGTCON KIC
TARGF B4ETCON CKTRS TIC
DTGTTP B4TRS CKTAIL
RTDIF B4CCD
DRP
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A.10 ��� selection criteria

The ��� selection criteria are composed of four categories, as shown in Table 36. In the se-
lection criteria, the same beam background cuts are used as in the ��� selection criteria. ��

identification cuts such as Range Stack dE/dx cuts and �� decay sequence cuts are turned off.
The monochromatic �� of the ��� decay is selected by the cut “KM2BOX”.

Table 36: The ��� selection criteria.
(1) Available run range and bad run cuts

BAD RUN ��� � ����� except for ����� � ��� � �����

(2) �� monochromatic kinematics box cuts : ��� box
KM2BOX

(3) Kinematics cuts
(A) Fiducial (B) PRRF (C) TGLIKE (D) TGDB4 (E) Other
COS3D PR RF TGLIKE1 TGDB4 ICODEL14
ZFRF PR RF XY TGLIKE2 TGDB4TIP UTCQUAL
ZUTOUT PR RFZ1 TGDVXTIP RTGHI

PR RFZ2 TGDVXPI ETGHI
PIGAP

(4) Beam background cuts
(A) TG pattern (B) B4BWBH (C) Čerenkov (D) TG energy (E) Timing (F) Other
TGQUALT B4DEDX CPITRS B4EKZ TIMCON DELC
TGZFOOL BWTRS CPITAIL TGTCON KIC
TARGF B4ETCON CKTRS TIC
DTGTTP B4TRS CKTAIL
RTDIF B4CCD
DRP

A.11 Loosened ��� selection criteria for single photon inefficiency study

The loosened ��� selection criteria for the studies of the single photon inefficiency are pre-
sented. The cut definitions, which are described with the abbreviations in brackets, are shown
in the section A on page 130. Run range selection criteria are summarized in Table 37 on page
142.

1. Fiducial selection criteria for ��

(a) the �� stopping layer should be greater than 7 and smaller than 17.

(b) �� dip angle condition (COS3D).

2. Successful track reconstruction in the target (TARGET).

3. Timing strobe consistency

(a) Kaon time consistency
The average kaon fiber time should be consistent with that of the B4 hodoscope
within �� ns.
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(b) Pion time consistency
The average pion fiber time should be consistent with that of the track time in the
Range Stack within ��
 ns.

4. Fiducial selection criteria for the kaon decay vertex (TGZFOOL)

5. Maximum allowed gap in the target
Gap between the kaon fiber and the nearest pion fiber should be less than 1.5 cm.

6. Track time consistency with the I-Counter
The I-Counter hit time should be consistent with the track time in the Range Stack within
� ns.

7. Track matching quality between the target and the drift chamber (DTGTTP)

8. Double pulse finding for �� � �� decay (IPIFLG)

9. �� � �� separation with dE/dx energy loss in the B4 hodoscope (B4DEDX)

10. Delayed conincidence
The pion fiber time �� should be, at least, 2 ns later than that of kaon fiber time.

11. Extra activity rejection in the Čerenkov counter

(a) Events are rejected if there is a hit in the kaon Čerenkov counter within 1.2 ns from
the track time in the Range Stack.

(b) Events are rejected if there is a hit in the pion Čerenkov counter within 4.3 ns from
the track time in the Range Stack.

12. Extra activity rejection in the beam wire chambers
Events are rejected if the beam wire chamber-1 (-2) has a hit within 1.9 ns (1.3 ns) from
the track time in the Range Stack.

13. Extra activity rejection in the B4 hodoscope
Events are rejected if the B4 hodoscope has a hit within 3.0 ns from the track time in the
Range Stack. The condition is unactivated when the hit time is within 10 ns from the
kaon beam time.

14. Monochromatic ���-�� selection
Events are accepted if the �� momentum (* ) is ��� � * � ��� MeV/�, the energy (�)
is �
 � � � ��
 MeV, and the range ($) is � � $ � �� cm.
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Table 37: Run conditions for the data used in the single photon inefficiency study. The 1gamma
data were accumulated from run-47592 to run-48975. Problematic runs for this study should be
removed. Runs before 40877 were removed due to the hardware problems. A total of 14 % of
the data was lost by the run range cut.

Run range Description
47592 � 47719 Analog sum modules were used for online photon veto.
48003 � 48975 Mean-timer modules were used for online photon veto.
47592 � 48975 NG2 was generated from the online BV veto
47592 � 48076 L1.2 was broken.
48077 � 48134 L1.2 did not fully function.
47592 � 48231 EC discriminator was unplugged.
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B Details on none-��� background suppression

Details on the studies of the background suppression are presented in this section. Since the
studies involve many selection criteria, the criteria are denoted with the abbreviations. The
abbreviation “PV” means the photon veto cuts, and other abbreviations are described in the
section A on page 130.

In the bifurcation method, background estimation is performed with two measurements
of “�” and “$” in Equation 19 on page 61. Each of the background analysis (single-beam,
two-beam and muon backgrounds) is branched to the two measurements. The first branch for
the measurement of “R” is called “rejection branch” and that of “B” is called “normalization
branch”.

B.1 Single beam background suppression

The bifurcation study for the single beam background was performed with B4DEDX and DELC.

Rejection branch The bifurcation chart for the rejection branch is shown in Figure 89. Since
the DELC rejection was large, setup cuts, which correspond to the (1), (2) and (3) in the figure,
were relaxed to increase the usable statistics. The DELC rejection was measured with the
number entries before and after its application (see (6) in the figure).

Figure 89: Analysis flow chart for the rejection branch in the single beam background study.
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Normalization branch The measurement of the normalization branch was further branched
with the cuts for Čerenkov counter hits (see the cut-(5) in Figure 90). With the application of
CKTRS and CKTTAIL, which corresponded to the kaon Čerenkov counter veto, the number
of single �� beam backgrounds in the normalization branch was individually measured. With
the application of CPITRS and CPITAIL, single �� beam backgrounds, which involved kaon
decays in flight, was measured. The normalization factor was obtained with the number of
entries after all the cut application except for inverted DELC (see (4) in the figure).

Figure 90: Analysis flow chart for the normalization branch in the single beam background
study.
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B.2 Two-beam background suppression

The bifurcation study for the two-beam backgrounds was performed with the extra beam cuts by
the B4 hodoscope (B4TRS, B4CCD) and that of Čerenkov counters and Beam wire chambers
(BWTRS, CKTRS, CKTAIL, CPITRS, CPITAIL).

Rejection branch In the rejection branch, rejection factors for �� beams and �� beams
were individually measured with the sample tagged with inverted B4TRS and B4CCD cuts, as
shown in Figure 91. In the measurement, kaons were tagged with the pion Čerenkov counter
veto (CPITRS, CPITAIL) and larger B4 energy deposit (see cut-(5) and (6) in the figure). Pions
were tagged with CKTRS, CKTAIL and the condition of the B4 energy smaller than 1.1 MeV.

Figure 91: Analysis flow chart for the rejection branch in the two-beam background study.
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Normalization branch In the normalization branch, the normalization factor for kaon beam
was measured with the number of remaining entries after the application of inverted BWTRS,
CKTRS and CKTAIL to the kaon events. They were tagged with pion Čerenkov counter veto
(see the cut-(4) and (5) in Figure 92). The normalization factor for pion beam was measured
by applying the inverted BWTRS, CPITRS and CPITAIL to the pion events tagged with kaon
Čerenkov counter veto.

Figure 92: Analysis flow chart for the rejection branch in the two-beam background study.
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B.3 Muon background suppression

Bifurcation studies for the muon backgrounds were performed with the Range Stack dE/dx cut
(RSDEDX) and pion decay sequence cut (TD-ALL).

Rejection branch In the rejection branch, the rejection of TD-ALL was measured with the
sample tagged with the inverted RSDEDX cut. The rejection measurement was branched for
events in the muon band and ��� range tail (see Figure 25 on page 45) to see the consistency.
The analysis flow is illustrated in Figure 93.

Figure 93: Analysis flow chart for the rejection branch in the muon background study.
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Normalization branch In the normalization branch, the normalization factor was measured
with the number of entries after the application of the inverted TD-ALL, where all��� selection
criteria except for the TD-ALL were imposed to the sample. The analysis flow is illustrated in
Figure 94.

Figure 94: Analysis flow chart for the normalization branch in the muon background study.
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Figure 95: The measured peak width (timing resolution) as a function of hit energy in the
various photon detectors. Abbreviations; BV = Barrel Veto, BVL = Barrel Veto Liner, EC =
End cap CsI detector, RS = Range Stack, IC = I-Counters, CO = Collar counters. The plots for
V-counter and Micro-Collar counter was not available due to the statistical shortage from low
hit occupancy.
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C Photon reconstruction and kinematical fitting

C.1 The fiducial cuts for tagging photons

Not to use poorly reconstructed tagging photons in the kinematical fitting, fiducial constraints
were developed to confirm their energy was fully contained in the detector volume. Distribution
of the observed energy in the BVL and the BV first layer was produced with reconstructed
photons by the clustering method (see left plot in Figure 96). To reject events with shower
leakage, it was confirmed that the conversion process started in the BVL or BV layer 1 by
requiring the energy deposit greater than 15 MeV in the modules. Photon dip angle cut was also
developed to discard photons went to the 45-degree region. This is because the radiation lengths
of the photon detectors were not enough around the region. In addition to it, the region was a
boundary between the End Cap Calorimeters and the barrel photon detectors (BV and BVL).
The clustering method might have separated two clusters, if a photon went to the direction. The
cut position was set at � ����
*�� 	 ��
�, taking into account the resolution. Acceptance loss by
imposing the both cuts was �0.85.
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Figure 96: Miscellaneous plots on the fiducial cuts for tagging photons. In the left plot, distri-
bution of the total energy deposit in the BVL and BV layer 1 is shown. Peak standing at the
origin (Energy=0) comes from events with no photon conversion in the BV / BVL modules.
The right plot shows the flight direction (����
�) of the reconstructed photons.
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C.2 Lagrange multiplier technique

Suppose that there are � measureable variables ��2 ��2 � � � 2 �� and < un-measureable variables
=�2 =�2 � � � 2 =0 in your experiment, and when the event reconstruction, all of them (�� and =�) are
required. Constraints on physics (conservation laws . . . ) provide the � number of relations to
the �� and =� for the reconstruction. In this section, the technique of the kinematical fitting with
the Lagrange multiplier method is presented, explaining how to obtain the = � and the best fitted
values �� for the � measured variables.

The � dimensional column-wise vector � and < dimensional vector of = are defined as
arrays of the measured and unmeasured variables; � 	 ���2 � � � 2 ���� and = 	 �=�2 � � � 2 =0�� .
The best fitted result to the � is denoted as � (� dimension). The � number of constraint
functions are denoted with a vector notation : ���2 =� 	 �. The primal goal of the kinematical
fitting is to minimize the �� defined as

����2 =� 	 �� � ���� ���� � �� (43)

and to obtain sets of � and = at the point where they satisfy the constraints of ���2 =� 	 �. In
above equation, V is a covariance matrix consisted of errors in the measurements. The math-
ematical solution of the minimization is provided by the Lagrange Multiplier method. The
method extends the prior �� equation as follows, by introducing � coefficients of 4 (K dimen-
sional vector),

����2 =2 4� 	 �� � ���� ���� � �� � �4� ���2 =� (44)

At the minimum-�� point, the differential coefficients for each variable should be zero;

��� ���� � �� � ���
1 	 � �

>��

>�
(45)

��
2 4 	 � �

>��

>=
(46)

���2 =� 	 � �
>��

>4
(47)

where the matrices �1 and �2 are defined as ��1�&� � 3'�
31�

, ��2�&/ � 3'�
32�

. Below, we take
an iterative procedure to solve the equation of the matrices. Assuming the solutions of �-th
iteration have already been obtained (denoted as �� , =� and 4�), Equation 47 is described in a
Taylor expansion style as below with supposing �+1-th order of solutions are close to that of
�-th.

? �& �
��
��

�
>?&
>��

�
������ � ��� � �

0�
/�

�
>?&
>=/

�
�=���/ � =�/ � � � � � 	 � for k = 1, K� (48)

Ignoring the higher order term, above equation is written as follows in the vector notation :

�� � ��
1��

��� � ��� � ��
2 �=

��� � =�� 	 � (49)

With the �+1-th solutions of Equation 45, ���� is written as

���� 	 �� ���
1 �

�4��� � � (50)
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where the ���
1 �

��� is assumed not to be changed from ���
1 �

� in the lowest order. Substituting
Equation 50 to Equation 49, we have

��
2 �=

��� � =�� 	  4��� � � (51)

where new variables S and r are defined as

 � ��
1� ��

�
1 �

�2 (52)

� � �� � ��
1�� � ���� (53)

Note that both are described with �-th order variables only. To remove 4���, Equation 46 is
substituted to Equation 50 with replacing ���

2 �
��� with ���

2 �
� . The obtained equation is

=��� 	 =� � ����
2 �

� ����
2

�
��

���
2 �

� ��� (54)

Now =��� is derived only with the �-th order solutions. And substituting above equation to
Equation 51,

4��� 	  ��
�
� � ��

2 �=
��� � =��

�
� (55)

Subsequently, the ���� is obtained as

���� 	 �� � ��
1 4

��� (56)

Now the all �+1-th solutions are obtained from the �-th variables. The iteration starts with
initial parameters of � as �� and =� are from the constraints and �. The process is continued
until no significant improvement is observed between ������� and ����� or the iteration reaches
to the limited number of repetitions.

Stretch functions The stretch function �� for the i-th measurement is defined as

�� 	
�� � ���

	������ 	�����
� (57)

If the kinematic reconstruction works properly with reasonable errors 	���� of the measure-
ments, the stretch functions form a normal Gaussian. The stretch functions with a normal
Gaussian shape and flatness of the �� probability indicate success of the kinematical fitting.
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C.3 Performance of the kinematical fitting

To check the performance of the kinematical fitting, the residual plots were made with outputs
from the kinematical fitting and the Monte Carlo generated values. Figure 97 shows the residual
plots for tagging photons. Figure 98 shows that for missing photons. Observed tail in the
polar and azimuthal angle distribution were from low energy photons. Figure 99 show the ��

distribution.
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Figure 97: Resultant resolutions of the tagging photons after the kinematical fitting. All plots
were measured with Monte Carlo ��� sample. The left plot is a residual distribution of the
photon energy from the generated values. The center (right) plot is a residual of the best fitted
polar (azimuthal) angle from the generated values.
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Figure 98: Resultant resolutions of the extracted missing-photon kinematics from the kinemat-
ical fitting (MC). All plots were produced with Monte Carlo ��� sample. The left plot is a
residual distribution of expected missing energy from the generated missing energy. The center
(right) plot is a residual of the expected polar (azimuthal) angle from the Monte Carlo generated
value.

chi square probability

0

5000

10000

15000

0 0.2 0.4 0.6 0.8 1

Figure 99: �� probability obtained in the kine-
matical fitting with Monte Carlo data. Flat
distribution indicates the kinematical fitting
worked well.
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The SPI denominator map

The measured SPI denominator map is plotted graphically, as shown in Figure 100.
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Figure 100: Obtained SPI denominator map (real data). The numbers of photon entries are
plotted as a function of photon energy (left) and flight direction (right).
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C.4 Performance checks of the denominator maps measurement

Validity and the performance of the denominator map measurements were checked with Monte
Carlo samples. The left plot in Figure 101 shows the obtained denominator map with Monte
Carlo sample, where all sequences (clustering, kinematical fitting) were processed as done in
real data. The right plot of the figure shows the distribution of the generated values in the
Monte Carlo simulation (Monte Carlo truth). Figure 102 shows a ratio of the measured map to
the Monte Carlo truth. It shows good agreement with less than 10 % discrepancy.
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Figure 101: Measured denominator map with Monte Carlo data (left) and Monte Carlo gen-
erated values (right). Empty cell means null entry. The left figure has entries in the cell with
energy of less than 20 MeV. They come from a resolution effect at the photon reconstruction
and kinematical fitting.
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Outputs from stretch functions (Real data)

To confirm the estimated resolutions (	����	�����) were not erroneous, outputs from the stretch
functions were checked. Figure 103 shows the resultant distributions. It was confirmed that
there was no peak offset and the width was close to 1 in each plot.
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Figure 103: Stretch functions measured with real data.
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Figure 104: The number of expected �� � �� backgrounds and candidates in the signal region.
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D Acronyms and Abbreviations

� BV : Barrel Veto : Photon detection counter placed in Barrel region.

� BVL : Barrel Veto Liner : Supplemental photon detector newly installed in Barrel region.

� CO : Collar counter : Photon detection counters covering the small dip angle area from
the beam line.

� CM : Micro-Collar : Supplemental beam line photon vetoes settled at downstream end.

� EC : End Cap Calorimeters : Photon detection device located at upstream and downstream
End cap region, which was made with an array of CsI cristals.

� IC : I-Counters : Fiducial decision counters, which is surrounding the scintillator fiber
target.

� RS : Range Stack : scintillator layer-stack detector to measure the energy and range of
charged particles in the barrel region.

� TD : Transient Digitizer : wave form recorder for �� � �� � �� decay sequence trace

� TG : Scintillator fiber target : Kaon stopping target made with fine segmented plastic
scintillator fibers.

� VC : V-Counters : scintillator counters covering the I-Counter’s light guide.
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